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Gravitational Spectrum
Gravitational waves will be major part of future of astronomy, astrophysics and cosmology 

Crucial to observe as many bands as possible!

many observatories operating or planned from ~ nHz to kHz

open band 
~ 10-7 Hz - 10-4 Hz

Important to consider all possible detection techniques to cover the entire spectrum

atoms (MAGIS, clocks, 
MIGA, AION…)



Why the “µHz Gap”?
Why doesn’t LISA reach lower frequencies?
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LISA L3 Proposal

from higher frequency GWs partially averages out over the
course of a single Ramsey measurement of length Tmax,
giving rise to reduced sensitivity at higher frequencies. For
this particular spectroscopic read-out, the reduction scales
as 1=f, just as for an optical interferometry-based detector.
However, the spectroscopic sequence can be changed on
demand without any additional changes to the detector. In
order to search for GWs of frequency fGW > 1=2Tmax, a
Ramsey interrogation time of T 0 ¼ 1=2fGW can be used
[panel 3 of Fig. 2(a)]. This results in a reduction in GW
sensitivity for all frequencies fGW ≥ 1=2Tmax by a factor offfiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
T 0=Tmax

p
due to the shorter coherent interrogation time.

Therefore the strain sensitivity envelope for optimally
chosen Ramsey sequences at each fGW scales as

ffiffiffi
f

p
at

high frequencies, as shown by the dashed orange line in
Figs. 2(b) and 2(c).

Fortunately, quantum metrology techniques can be
applied to achieve optimal, frequency-independent GW
sensitivity at higher frequencies. As illustrated in panel 4 of
Fig. 2(a), by using a DD sequence consisting of a Ramsey
sequence combined with a train of periodically spaced
π-pulses matched to the frequency of the GW [31,32],
it is possible to remain sensitive to a GW with frequency
fGW > 1=2Tmax while still interrogating for Tmax, such that
the sensitivity is still given by Eq. (2) in a narrow frequency
band around fGW. Assuming high-fidelity π-pulses can be
performed, the optimal GW sensitivity σmin can be reached
for frequencies up to the Rabi frequency for the clock
transition, which for conservative local clock laser inten-
sities can exceed Ωmax ≈ 100 Hz. Utilizing DD sequences
with ∼3 × 103 π-pulses or fewer, it is therefore possible to
remain maximally sensitivity to GWs with frequencies

FIG. 2. Measurement protocols and comparison of gravitational wave sensitivities. (a) (1) A Ramsey pulse sequence performed on the
atomic clock transition can be used to detect a GW with fGW ¼ 3 mHz, for which a half period matches the atomic linewidth limited
interrogation time Tmax ¼ 160 s. From top to bottom, we depict the effect of a GW on the relative position of the two satellites
(A and B), the sign of the Doppler shift induced on the transmitted laser light, the accumulated clock signal s [see Eq. (1)], and the pulse
sequence (the pink dotted line indicates the atom state readout). (2) The same Ramsey pulse sequence as in panel 1 will measure a
reduced signal for a GW of frequency fGW ¼ 500 mHz, because the fast Doppler-shift oscillations will average out. (3) A series of
shorter Ramsey sequences with T 0 ¼ 1 s can be used to detect a fGW ¼ 500 mHz GW, with a reduced sensitivity due to the shorter
coherent interrogation time. (4) A DD sequence with 159 periodic π-pulses separated by T 0 ¼ 1 s can instead be employed to detect a
GW with fGW ¼ 500 mHz, resulting in the same total accumulated signal s as the Ramsey measurement for fGW ¼ 3 mHz as shown in
panel 1. (b) Noise-limited strain sensitivity of our detector to a monochromatic GW using a Ramsey sequence with interrogation time
Tmax ¼ 160 s (orange filled region), and a Ramsey sequence with T 0 ¼ 1 s (green filled region). The Ramsey sensitivity envelope for
optimized Ramsey sequences at each GW frequency is shown (orange dashed line), and the projected strain sensitivity of LISA is plotted
for comparison [18]. The clock GW detector consists of one clock per satellite, each with 7 × 106 atoms, with the baseline length
optimized for fGW ≥ 3 mHz, giving d ¼ 5 × 1010 m. (c) Noise-limited strain sensitivity of our detector to a monochromatic GWusing a
DD sequence with 159 periodic π-pulses with total interrogation time Tmax ¼ 160 s (purple filled region), and the DD sensitivity
envelope for optimized DD sequences at each GW frequency (thick purple line). In both Fig. 2(b) and 2(c) the strain sensitivities
corresponding to panels 1–4 in Fig. 2(a) are highlighted. The clock GW detector has narrow regions of reduced sensitivity for each
measurement sequence when the time between pulses, (Tmax, T 0), is an integer multiple of a GW period. The polarization and direction
of propagation of a GW can also change the measurable signal for LISA and the clock GW detector. All sensitivity curves and envelopes
are averaged over all polarizations and directions of propagation of the GWs (see Appendix B).
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How could you reach lower frequencies? 

• Decrease acceleration noise (e.g. µAres concept) 

• Extend arm length (µAres) 

• Use astrophysical proof mass, e.g. pulsar timing 
or lunar laser ranging approach

at ð1.74" 0.05Þ fm s−2=
ffiffiffiffiffiffi
Hz

p
above 2 mHz and ð6" 1Þ × 10 fm s−2=

ffiffiffiffiffiffi
Hz

p
at 20 μHz, and discusses the

physical sources for the measured noise. This performance provides an experimental benchmark
demonstrating the ability to realize the low-frequency science potential of the LISA mission, recently
selected by the European Space Agency.

DOI: 10.1103/PhysRevLett.120.061101

Introduction.—LISA Pathfinder (LPF) [1] is a European
Space Agency (ESA) mission dedicated to the experimental
demonstration of the free fall of test masses (TMs) as
required by LISA [2], the space-based gravitational-wave
(GW) observatory just approved by ESA. Such TMs are the
reference bodies at the ends of each LISA interferometer
arm and need to be free from spurious acceleration, g,
relative to their local inertial frame; any stray acceleration
competes directly with the tidal deformations caused by
GWs. LPF has two LISA TMs at the ends of a short
interferometer arm, insensitive to GWs because of the
reduced length but sensitive to the differential acceleration,
Δg, of the TMs arising from parasitic forces.
LPF was launched on December 3, 2015 and was in

science operation from March 1, 2016. Operations ended
on June 30, 2017, and the satellite was finally passivated on
July 18, 2017. On June 7, 2016, we published [3] the first
results on the free fall performance of the LPF test masses.
These results showed that the amplitude spectral density
(ASD) ofΔgwas found to be (see Fig. 1 of Ref. [3]) limited
by Brownian noise at S1=2Δg ¼ ð5.2" 0.1Þ fm s−2=

ffiffiffiffiffiffi
Hz

p
, for

frequencies 1 mHz≲ f ≲ 30 mHz; rising above the
Brownian noise floor for frequencies f ≲ 1 mHz,

increasing to ≲12 fm s−2=
ffiffiffiffiffiffi
Hz

p
at f ¼ 0.1 mHz; and lim-

ited, for f ≳ 30 mHz, by the interferometer readout noise
of S1=2x ¼ ð34.8" 0.3Þ fm=

ffiffiffiffiffiffi
Hz

p
, which translates into an

effective Δg ASD of S1=2x ð2πfÞ2.
The previously published data referred to the longest

uninterrupted stretch of data, of about one week duration,
we had measured up to the time of publication. Since that
time, several improvements have allowed a significantly
better performance, presented in Fig. 1. First, the residual
gas pressure has decreased by roughly a factor of 10 since
the beginning of operations, as the gravitational reference
sensor (GRS) surrounding the TM has been continuously
vented to space [3] with a slowly decreasing outgassing
rate. Second, a more accurate calculation of the electrostatic
actuation force has eliminated a systematic source of low-
frequency force noise. Third, another inertial force from the
LPF spacecraft rotation has been identified and corrected in
theΔg time series. This last effect will be highly suppressed
in LISA by the improved rotational spacecraft control.
Finally, we have removed, by empirical fitting, a number of
well-identified, sporadic (less than one per day) quasi-
impulse force events or “glitches” from the data, allowing
uninterrupted data series of up to ∼18 days duration. This

FIG. 1. ASD of parasitic differential acceleration of LPF test masses as a function of the frequency. Data refer to an ∼13 day long run
taken at a temperature of 11 °C. The red, noisy line is the ASD estimated with the standard periodogram technique averaging over 10,
50% overlapping periodograms each 2 × 105 s long. The data points with error bars are uncorrelated, averaged estimates calculated as
explained in the text. For comparison, the blue noisy line is the ASD published in Ref. [3]. Data are compared with LPF requirements [1]
and with LISA requirements taken from Ref. [2]. Fulfilling requirements implies that the noise must be below the corresponding shaded
area at all frequencies. LISA requirements below 0.1 mHz must be considered just as goals [2].

PHYSICAL REVIEW LETTERS 120, 061101 (2018)

061101-2

LISA Pathfinder PRL (2018)

measured:

rises at low 
frequency



GW Science Around µHz

µAres concept a LISA-like configuration 
with L ~ 1 AU arm lengths 

assumes acceleration noise flat at low 
frequencies, not rising as 1/f

µAres 1908.11391

Many sources in ~ 10-7 Hz - 10-4 Hz band!

Other ways to observe this band?
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Figure 1: µAres sky-averaged sensitivity curve (thick black curve; dashed: instrument only; solid: including astrophysical
foregrounds), compared to LISA (thin solid black curve) and SKA (solid black line at the top left). Sources in the SKA portion
of the figure include individual signals from a population of MBHBs (pale violet), resulting in an unresolved GWB (jagged
blue line) on top of which the loudest sources can be individually resolved (dark blue triangles). The vast diversity of µAres
sources is described by the labels in the figure. For all Galactic sources (including DWDs, BHBs, and objects orbiting SgrA⇤),
the frequency drift during the observing time has been assumed to be negligible. We thus plot h

p
n, where n is the number of

cycles completed over the mission lifetime, assumed to be 10 years. In this case, the signal-to-noise ratio (SNR) of the source
is given by the height of its marker over the sensitivity curve. Extragalactic sources (including BHBs, MBHBs, EMRIs, and
IMRIs) generally drift in frequency over the observation time. We thus plot the standard hc = h(f2/ḟ). In this case, the SNR
of the source is given by the area enclosed in between the source track and the sensitivity curve. In both cases, when multiple
harmonics are present, SNR summation in quadrature applies.
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Astrophysical Proof Masses
Why doesn’t Pulsar Timing reach higher frequencies? 

Pulsars very heavy so excellent inertial proof masses (and clocks)

techniques shown in Fig. 1.
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Figure 1: Sensitivity curves for the PTA discussed in the text to a monochromatic

source. The left panel shows the prediction of the frequentist formula in Sec. 3.1,

the right panel shows the prediction of the Bayesian formula in Sec. 3.2.
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Figure 2: The left panel shows a plot of log(B) against amplitude and frequency.

The black line is the contour B = Bth. The black curve is identical to that plotted

in the right panel which shows the numerically calculated sensitivity curve in Sec.

3.3.
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Moore et. al. (2015)

baseline is “too long” or really insufficient timing of pulses for higher frequency band

want: shorter baseline for good SNR of pulses, man-made clock + pulses

pulse timing residuals ~ 10 ns

λGW < baseline  ➜ GW signal
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/ �GW

Lunar laser ranging uses Earth-Moon system 

but Earth has atmosphere + seismic noise (plate tectonics…) 

what can we use?



433 Eros

can we use asteroids?

So what can we use?
Bigger than a satellite, smaller than the Earth so no atmosphere or plate tectonics:

Will evaluate asteroids as inertial proof masses 
for gravitational wave detection

in particular will evaluate acceleration noise for asteroids 
will argue it can naturally be much lower than human-made proof masses in this frequency band

toy concept for a full GW experiment (others possible too):

radio or laser timing link

focus on ~ 10 km asteroids orbiting ~ 2 AU  with baseline ~ AU

atomic clock atomic clock



Some Example Asteroids

results

full_name a (AU) e per_y n_dop_obs_used H diameter (km) albedo rot_per

433 Eros (A898 PA) 1.458045729 0.222951265 1.760617117 2 10.4 16.84 0.25 5.27

1627 Ivar (1929 SH) 1.863272945 0.396783058 2.543448329 1 12.7 9.12 0.15 4.795

2064 Thomsen (1942 RQ) 2.178626927 0.329840411 3.215751662 12.6 13.61 0.0549 4.233

3353 Jarvis (1981 YC) 1.863022742 0.084636421 2.54293604 13.7 10.528 0.049 202

6618 Jimsimons (1936 SO) 1.874978569 0.044348412 2.56745396 13.4 11.506 0.07 4.142

from NASA asteroid database:



Human Exploration of Asteroids
Have landed on asteroids many times:

Wikipedia

I’ll mainly focus on evaluating asteroids as proof masses, 
not on (challenging) engineering aspects of rest of mission

even “driven” rovers, 
collected samples…

162173 Ryugu

Much ongoing interest in landing on asteroids



Asteroid Acceleration Noise

Gravitational perturbations from planets etc. are low frequency (and well-known)

reduced by larger and farther asteroid

albedo/area fluctuations at rotation period (out of band)

solar intensity fluctuations measured 
at relevant frequencies

diameters > 1 km give sufficient noise suppression
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A major remaining, fluctuating, force is radiation pressure from sun.  To estimate:
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Unexplored GW Band

Nancy Roman
Gaia

NANOGrav

LISA



Solar Intensity Acceleration Noise
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Measured solar intensity fluctuations, applied to example asteroid

solar wind has smaller average force but larger in-band variation, 

estimate similarly:

strain ASD:

measured solar intensity PSD
Fröhlich & Lean (2004)



Solar Wind Acceleration Noise
Measured solar wind fluctuations, applied to example asteroid
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Thermal Noise
Solar intensity fluctuations cause variable heating ➜ thermal expansion noise

day-night variation huge but at 
rotation frequency (see next) 

relevant noise is solar fluctuations at 
our frequencies 

over these time-scales average 
temperature fluctuates in roughly 1 m 

surface layer of asteroid 

surface height fluctuation is noise



Rotation Noise
Asteroid rotation periods generally ~ few hours

removes higher frequency bands

many other acceleration noise sources (e.g. collisions, tidal heating, seismic 
noise, etc) appear sufficiently small for asteroid diameters > 1 km

asteroid as inertial proof mass allows significant improvement at low frequencies



Clock Noise
Asteroid is good inertial proof mass, quickly estimate other noise sources

translated current atomic clock

T Bothwell et al

3

3.1. Blackbody radiation

The frequency shift induced by blackbody radiation (BBR) is 
the largest systematic shift and a dominant source of uncer-
tainty in state-of-the-art optical lattice clocks. Aside from 

cryogenic systems [3], the BBR-induced clock shift for stron-
tium is approximately 5 × 10−15 at room temperature. The 
BBR shift of a thermal electric !eld distribution characterized 
by a temperature, T, may be expressed as:

Figure 1. Schematic view of the SrI clock. Ultrastable laser light is generated at 1542 nm by referencing a diode laser to a crystalline 
silicon optical cavity operating at 124 K (red, dotted line). The stability of this laser is then transferred via an Er:!ber comb to an external-
cavity diode laser pre-stabilized by a 40 cm ULE cavity operating at 698 nm (blue, dotted line). An acousto-optic modulator (AOM 1) is 
then used to steer the cavity light into resonance with the Sr clock transition. The excitation fraction after probing the clock transition is 
detected by collecting #uorescence from both ground and excited state atoms. A frequency step applied to AOM 1 produces an error signal 
for locking by alternately probing both sides of the | ± 9/2〉 stretched state transitions. Frequency corrections to the average of the | ± 9/2〉 
frequencies are applied to AOM 2 such that the cavity-stabilized light is steered onto the transition frequency of the Sr atom. In addition, 
frequency corrections to the difference of the | ± 9/2〉 frequencies are applied to the AOM 1 frequency. An in-plane magnetic !eld, B, 
providing a quantization axis for the atoms, is aligned to be collinear with both the 1D optical lattice polarization, ε813, and the clock laser 
polarization, ε698. Out-of-vacuum quadrant ring electrodes generate a DC electric !eld to cancel the ambient !eld at the position of the 
atoms. Finally, a phase lock of the 813 nm trapping laser to the Er:!ber comb stabilizes the frequency of the trapping light (green, dotted 
line). The trapping light is delivered to the atoms through a high power optical !ber and is intensity stabilized by actuating the RF power on 
AOM 3.

Figure 2. Systematic shifts. (a) Plot of the time record of the systematic shifts. Changes in atom number, ambient temperature, or magnetic 
!eld all result in corrections to the clock frequency, and their total magnitude is shown over a six hour data campaign. The clock achieves 
98.9% uptime over the course of this single comparison day and slight gaps in the data indicate brief periods where the laser is not locked 
to the atoms. (b) The same data is plotted as a fractional instability normalized to the Sr clock frequency. The individual contributions of 
density shift (blue), BBR (red) and second order Zeeman shift (yellow) are shown as the dashed curves. For operation times up to 104 s, 
#uctuations in systematic offsets are bounded below 4 × 10−19. (c) non-synchronous comparison with the JILA 3D optical lattice clock 
demonstrates that the beat between the two clocks averages below the quoted total systematic uncertainty. All error bars are derived from a 
white noise model and the black line is a white noise τ−1/2 !t to the single clock instability.

Metrologia 56 (2019) 065004

Bothwell et. al. (2019)

existing (terrestrial) clocks already sufficient for great GW sensitivity! 

will assume this can be improved sufficiently that it is not limiting



Radio/Optical Link Noise
Estimate radar-ranging accuracy

asteroids have significant, 
uncontrollable relative motion

possibly allows a link system with significantly reduced technical 
complications relative to optical interferometry 

radio interferometry

laser pulsing



Asteroid Gravity Gradient Noise
predominantly around orbital period (of detector) ~ few years

dedicated simulation using NASA JPL asteroid catalog, supplemented with estimate for higher 
frequency “close pass” noise of unmodeled asteroids using e.g. lunar crater data

Fedderke, PWG, Rajendran, PRD (2021)

cuts off any inner solar system experiment for GW’s at frequencies < few x 10-7 Hz



Full Sensitivity Curve

Asteroids as proof masses with atomic clocks appear capable of observing ~10-6 Hz - 10-4 Hz band 

hopefully encourages further study!

motivates trials of space-qualified 
atomic clocks 

also motivates asteroid tests 
including seismic measurements 
(mars and moon measurements 
encouraging)

“just” placing atomic clock and laser (or radio) link on two asteroids will have sensitivity:

e.g. see talks by M. Safronova, 
D. Hume, J. Ye, J. Hogan…
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significant interest recently in “millicharged” particles (charge = εe) 
- mystery of charge quantization, dark matter candidate, EDGES anomaly…
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Figure 10: Discovery reach in dashed (dot-
ted) lines for a silicon DM detector with
single-electron sensitivity on a balloon (satel-
lite) assuming an exposure of 1 gram-hour
(0.1 gram-month) and 106 (109) background
events, assuming an ultralight dark-photon
mediator. The red region shows the direct-
detection constraints derived in this paper
from SENSEI, CDMS-HVeV, XENON10,
XENON100, and DarkSide-50 (combined
into one region).

interacting DM particle of mass m� by setting the signal-to-noise ratio with a flat background to

fmodStot
p
Stot +B

= 5 , (4.4)

and solving the equation for the cross section �e [10]. Here, Stot ⌘ "hRi is the total number of
expected events. While the assumption of a flat background is optimistic, this simple formula is also
rather conservative for a satellite-borne detector, as in practice one could search for the modulation
amplitude using a large number of orbits. In any case, this simple estimate will suffice for our
purposes.

For the balloon-borne experiment, we now assume an exposure of 1 gram-hour, and a back-
ground of 106 events. The corresponding parameters for the satellite experiment are taken to be
0.1 gram-months, and 109 background events. These background numbers are chosen for purposes
of illustration only. Next, we compute the projected constraints and modulation discovery reach for
the high-altitude experiments for the case of ultralight mediators. Both values are relatively insen-
sitive to the background. We assume that the detector onboard the balloon is shielded by the upper
atmospheric layers, as well as 5 mm of mylar, and 1 mm of copper.7 For the satellite-borne detector,
we assume a 1 mm mylar layer as the only shielding material. The simulation’s setup of parallel pla-
nar shielding layers hardly approximates the geometry of the experimental installation. Nonetheless,
our simulations will yield a reasonable first estimate. For more precise determinations of the critical
cross sections, the MC simulations would have to be generalized to more complicated simulation
geometries, e.g. using GEANT4 [104].

The projected modulation discovery reach (5�) for these two experiments in the case of a light
mediator are shown in Fig. 10, along with the combined low-mass direct-detection bounds. We
see that a balloon-borne experiment could probe to larger cross sections by about two orders of
magnitude above the current direct-detection constraints, while a satellite-borne experiment could
probe an additional two orders of magnitude above a balloon-borne instrument.

7The copper layer’s density is set to 8.96 gram/cm3, whereas mylar is modelled as a material with a density of
1.4 gram/cm3, and composed of 62.5% carbon, 33.3% oxygen, and 4.2% hydrogen [103].
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weakly coupled particles 
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interacting DM particle of mass m� by setting the signal-to-noise ratio with a flat background to

fmodStot
p
Stot +B

= 5 , (4.4)

and solving the equation for the cross section �e [10]. Here, Stot ⌘ "hRi is the total number of
expected events. While the assumption of a flat background is optimistic, this simple formula is also
rather conservative for a satellite-borne detector, as in practice one could search for the modulation
amplitude using a large number of orbits. In any case, this simple estimate will suffice for our
purposes.

For the balloon-borne experiment, we now assume an exposure of 1 gram-hour, and a back-
ground of 106 events. The corresponding parameters for the satellite experiment are taken to be
0.1 gram-months, and 109 background events. These background numbers are chosen for purposes
of illustration only. Next, we compute the projected constraints and modulation discovery reach for
the high-altitude experiments for the case of ultralight mediators. Both values are relatively insen-
sitive to the background. We assume that the detector onboard the balloon is shielded by the upper
atmospheric layers, as well as 5 mm of mylar, and 1 mm of copper.7 For the satellite-borne detector,
we assume a 1 mm mylar layer as the only shielding material. The simulation’s setup of parallel pla-
nar shielding layers hardly approximates the geometry of the experimental installation. Nonetheless,
our simulations will yield a reasonable first estimate. For more precise determinations of the critical
cross sections, the MC simulations would have to be generalized to more complicated simulation
geometries, e.g. using GEANT4 [104].

The projected modulation discovery reach (5�) for these two experiments in the case of a light
mediator are shown in Fig. 10, along with the combined low-mass direct-detection bounds. We
see that a balloon-borne experiment could probe to larger cross sections by about two orders of
magnitude above the current direct-detection constraints, while a satellite-borne experiment could
probe an additional two orders of magnitude above a balloon-borne instrument.

7The copper layer’s density is set to 8.96 gram/cm3, whereas mylar is modelled as a material with a density of
1.4 gram/cm3, and composed of 62.5% carbon, 33.3% oxygen, and 4.2% hydrogen [103].

– 22 –

significant interest recently in “millicharged” particles (charge = εe) 
- mystery of charge quantization, dark matter candidate, EDGES anomaly…

1905.06348 Emken et al 

millicharged particles can 
have large couplings 

can get stuck + thermalize to 
300 K ~ 25 meV

Atmosphere

Rock

DM detector

most direct detection expts 
have thresholds ~ keV  
maybe down to ~ eV

still diffuse downwards 
“traffic jam” ➜ very large 

number densities!

how can we detect a large abundance of low energy particles?

Detection of Millicharged Particles

1907.00011 M. Pospelov, S. Rajendran, H. Ramani 
2012.03957 M.Pospelov & H. Ramani



Ion traps excellent at isolation, can detect very low energy depositions! 
Similar goals to quantum computing 
Ambient millicharged particles scatter off trapped ion, heating it

Ion Traps as Detectors

To further investigate the residual drive mechanism,
we measure transition rates ζþðρ−Þ as a function of the
particle’s magnetron radius ρ−, thereby changing the
trapping field at the particle position. We excite the
magnetron mode and record series of axial frequency
sequences Ωkðνz; ρ−Þ for in total seven different magnetron
radii, thereby tracing a radial range of 6 μm ≤ ρ− ≤ 65 μm.
The results of these measurements are displayed in
Fig. 4. In Fig. 4(a) we show the measured axial frequency
fluctuation σνzðρ−; τ ¼ 250 sÞ. For the data points displayed
in Fig. 4(b), we analyze the transition rate ζþðρ−Þ of each
data set Ωkðνz; ρ−Þ and determine the spectral density
SVðωþÞ of an equivalent effective voltage noise source
present on each trap electrode,

SEðωþÞ ¼ Λ2ðρ; zÞSVðωþÞ; ð4Þ

where Λðρ; zÞ describes the relation between the electric
field at the particle position x⃗ ¼ ðρ; zÞ and the potential Vn
created by the nth electrode,

Λ2ðρ; zÞ ¼
X5

n¼1

!∂Vn

∂ρ
"

2

∝ ρ2; ð5Þ

for low cyclotron energies, ρ ≈ ρ−. The linear increase of
σνzðτÞ ∝ ρ− observed inFig. 4(a) reflects a quadratic increase
of transition rates ζþ ∝ ρ2− [Eq. (2)]. This is expected from
Eqs. (3)–(5), assuming electrode voltage noise SV as the

dominant source of electric-field fluctuations. We obtain
SV ¼ 225ð54Þ pVHz−1=2. Anomalous heating reported from
Paul traps [4,5] scales with d−4, d denoting the electrode-
ion distance. Since the variation of d is small (Δd=d ¼ 1=60)
for the considered magnetron radii, anomalous heating
would result in a nearly constant electric-field noise spectral
density. Since a clear increase is observed in ζþ, anomalous
heating is ruled out as the dominant heating mechanism.
Its effect is constrained to be below SEðωþÞ ≤ 7.5ð3.4Þ×
10−20 V2 m−2Hz−1.
The contributions to SV arising from the experimental

setup depicted in Fig. 1 are summarized in Table 1. The
effective parallel resistance of the axial detection system at
the cyclotron frequency contributes about 1.5 pVHz−1=2.
The Johnson noise of the electrode low-pass filters is below
1 pVHz−1=2; the electrode Johnson noise is on the order
of 10−3 pVHz−1=2. None of these mechanisms can explain
the observed voltage fluctuations. Field fluctuations arising
from blackbody radiation are estimated to be ωþ × SðBBÞE ≈
6 × 10−14 V2m−2 [5,41], which is 2 orders of magnitude

(a)

(b)

(c)

FIG. 3. Single particle stabilities as a function of the electrode-
to-ion distance d. Figure (a) displays the electric-field noise
spectral density SEðωÞ scaled by angular trap frequency ω,
Fig. (b) depicts heating rates dn̄=dt, and in Fig. (c) the energy
increase dE=dt is shown. The triangles represent measurements
performed in cryogenic 2D-Paul traps [32–38]; squares denote
measurements in Penning traps on single ions [21] and ion
crystals [39,40] conducted at room temperature. This work is
plotted as a blue circle.

(a)

(b)

FIG. 4. Results of frequency stability measurements for par-
ticles at different magnetron radii ρ−. (a) Measured Allan
deviation σνzðτÞ of the axial frequency for an averaging time
of τ ¼ 250 s. The black line denotes calculated values for σνzðτÞ
assuming transition rates are linked to trap voltage fluctuations.
(b) Calculated electrode voltage fluctuations SV . The linear
increase of σνzðτÞ is in good agreement with cyclotron transition
rates driven by trapping voltage fluctuations. The extracted
voltage fluctuation SVðωþÞ (black lines) is constant for
6 μm ≤ ρ− ≤ 65 μm, confirming that they can be regarded as
the dominant source of electric-field fluctuations in the trap.

TABLE I. Parasitic voltage fluctuation and heating rate
contributions.

Observed SV 225ð54Þ pVHz−1=2

Axial detection system 1.5 pVHz−1=2

Low-pass filter stages < 1 pVHz−1=2

Electrode Johnson noise ∼3 × 10−3 pVHz−1=2

Blackbody radiation ωþ × SEðωþÞ ∼ 6 × 10−14 V2 m−2

Background pressure ζþ < 4 × 10−9 s−1
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We report on the first detailed study of motional heating in a cryogenic Penning trap using a single
antiproton. Employing the continuous Stern-Gerlach effect we observe cyclotron quantum transition rates
of 6ð1Þ quanta=h and an electric-field noise spectral density below 7.5ð3.4Þ × 10−20 V2 m−2 Hz−1, which
corresponds to a scaled noise spectral density below 8.8ð4.0Þ × 10−12 V2 m−2, results which are more than
2 orders of magnitude smaller than those reported by other ion-trap experiments.

DOI: 10.1103/PhysRevLett.122.043201

Quantum control techniques applied to trapped charged
particles, well isolated from environmental influences,
have very versatile applications in metrology and quantum
information processing. For example, elegant experiments
on cotrapped laser cooled ions in Paul traps have provided
highly precise state-of-the-art quantum logic clocks [1],
enabled the development of exquisite atomic precision
sensors [2] and the implementation of quantum information
algorithms applied with highly entangled ion crystals [3].
Decoherence effects from noise driven quantum transitions,
commonly referred to as anomalous heating [4,5], affect
the scalability of multi-ion systems, which would enable
even more powerful algorithms. Trapped particles are also
highly sensitive probes to test fundamental symmetries,
and to search for physics beyond the standard model [6,7].
The most precise values of the mass of the electron [8] and
the most stringent tests of bound-state quantum electrody-
namics [9] are based on precise frequency measurements
on highly charged ions in Penning traps. Measurements of
the properties of trapped electrons [10] and positrons [11]

provide the most sensitive tests of quantum electrodynam-
ics and of the fundamental charge-parity-time (CPT)
invariance in the lepton sector [12,13].
Our experiments [14] make high-precision comparisons

of the fundamental properties of protons and antiprotons,
and provide stringent tests of CPT invariance in the baryon
sector. We recently reported on an improved determination
of the proton magnetic moment with a fractional precision
of 300 parts in a trillion [15] and the first high-precision
determination of the antiproton magnetic moment with a
fractional precision of 1.5 parts in a billion [16]. This
measurement, based on a newly invented multitrap method,
improves the fractional precision achieved in previous
studies [17,18] by more than a factor of 3000. These
multitrap based high-precision magnetic moment measure-
ments on protons and antiprotons require low-noise con-
ditions much more demanding than in any other ion-trap
experiment. Compared to experiments on electrons and
positrons [10,11], the 660-fold smaller proton-antiproton
magnetic moment makes it much more challenging to
apply high-fidelity single particle spin-quantum spectros-
copy techniques [19]. Our experiments become possible
only in cryogenic ultralow-noise Penning-trap instruments,
which provide energy stabilities of the particle motion on
the peV=s range, effectively corresponding to a parasitic
transition rate acceptance limit of, at most, two motional
quanta over several minutes of measurement time.

Published by the American Physical Society under the terms of
the Creative Commons Attribution 4.0 International license.
Further distribution of this work must maintain attribution to
the author(s) and the published article’s title, journal citation,
and DOI.
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sensitive to collisions depositing ~ neV 
in overall heating rate
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FIG. 8 Spectral density of electric-field noise, SE, as a function of the distance, d, from the ion to the nearest electrode, for
traps operated nominally at room temperature. Data points are taken from the relevant references in table I. On the right,
the ordinate scale is given as the equivalent heating rate of a 40Ca+ ion with a motional frequency of !t = 2⇡⇥1MHz. The
shaded regions indicate an envelope scaling with d

�4. The dotted lines indicate an envelope scaling with d
�2. See Sec. III.B

for discussion, including the uses and significant limitations of plotting such data on a single graph.

graph, we note and stress the caveat, stated initially by
Turchette et al. that it is di�cult to draw general conclu-
sions from the data for this particular trap. These data
points are discussed in more detail in Sec. VII.D.

Data points [20] and [24] were taken for heating rates
in the same trap, with the di↵erence being attributed
to an improved voltage supply (Poschinger et al., 2009).
(These two measurements are discussed in detail in
Sec. VI.C.) Data points [47]a,b were also measured in a
single trap, with [47]b being on resonance with interfer-
ence for other lab equipment, while [47]a was away from
any such resonances. It has been shown that surface
treatment can make heating rates in a single trap higher
([33]a,b) or lower ([39], [40]). (These are discussed in de-
tail in Secs. VI.E and VI.F respectively.) Finally, Hite
et al. (2012), Daniilidis et al. (2014) and McKay et al.
(2014) have shown that removal of surface contamination
by ion-beam cleaning of the electrodes can greatly reduce
the heating rate. Where this has been done in a sin-

gle trap, Fig. 8 displays points for both the pre-cleaning
([46]a, [57]a) and post-cleaning ([46]b, [57]b) measure-
ments. It may be considered that ion-beam cleaning is
a su�ciently distinctive procedure that the heating rates
from such traps should be analyzed separately. All points
measured after some form of ion-beam cleaning are col-
ored grey in Fig. 8. These measurements are then dis-
cussed in detail in Sec. VI.G.

It is worth additionally highlighting data point [62]
(Goodwin et al., 2014). As well as being notable for
the large trap size, the result is interesting as it is the
only heating rate to date of a single ion in a Penning
trap. This complicates any comparison with the other
data shown here; while considerations for some heating
mechanisms (such as Johnson noise and adatom di↵u-
sion) are essentially the same in both Penning and Paul
traps, other mechanisms (such as issues concerning cou-
pling to micromotion) become moot for Penning traps.
Additionally there may be e↵ects (such as coupling be-

Ion Traps

e.g. 40Ca ions sensitive to ~  

with individual collisions ~ few neV

10−9 eV
sec
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if millicharged particles exist, existing ion traps already reach well past previous bounds

Ion Traps as Detectors

significant improvements possible (e.g. highly charged ions, single events, ion crystals…)
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1. Asteroids are good inertial proof masses, may allow atomic 
clocks to detect GW’s in challenging ~ 10-6 Hz - 10-4 Hz band 

2. Trapped ions are excellent detectors for millicharged 
particles with large cross sections.  Already set new limits, 
large improvements possible.

Conclusions


