
Driven Double-
Quantum Dots

Tom Stace, 

University of Queensland,
Brisbane, Australia

stace@physics.uq.edu.au



Outline

• Introduction to charge qubits and detectors

• Microwave driven double dot qubit

• Electron-phonon coupling

• Breakdown of RWA

• Conclusions



Continuous measurement of a 
single qubit

• Experiments:

Gardelis et al. Phys. Rev. B67 
073302, (2003),

upper dot. This increases GS2, resulting in the yellow line
in the charge stability diagram. In contrast, the dark lines
correspond to charge transitions that increase the total
number of electrons on the double dot as V6 is increased,
resulting in a decrease in GS2.

Near the interdot transition, the double dot forms a
two-level charge system that can be characterized by the
detuning parameter, !, and the tunnel coupling, t (see
inset of Fig. 3(d)] [9]. Tuning t controls the crossover from
localized to delocalized charge states [10]. This tunability
is important because proposals involving the manipula-
tion of electron spin in a double dot often require control
of the exchange interaction, J ! 4t2=U [18]. We demon-
strate control of t in the one-electron regime in Fig. 2. As
Vt is increased, the interdot charge transition smears out
due to the onset of charge delocalization (compare the
upper and lower insets). A quantitative measure of t is
made by measuring the QPC response along the detuning
diagonal (a typical detuning sweep is indicated by the
black line in the lower inset of Fig. 2). The QPC response
is converted into units of charge following DiCarlo et al.
[19]. Figure 2 shows M as a function of ! for several
values of Vt. We fit the experimental data using [19]:
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where t is a free parameter and kB is Boltzman’s constant.
! is converted into units of energy by multiplying by the
lever arm (which takes into account capacitive division of
voltage). With Vt ! "1:08 V, the QPC response is tem-
perature broadened, which places an upper limit on 2t of
5.6 GHz. A 30 mV increase in Vt more than doubles t (see
the table in Fig. 2).

Microwaves can induce a current at zero source-drain
bias when the photon frequency is equal to the energy
separation between the $1; 0% and $0; 1% charge states [20–
22]. This PAT current is shown in Fig. 3(a) as a function of
V2 and V6 with 24 GHz continuous wave (cw) applied to
gate 4 of the device and Vsd ! 0 "V. Four sharp reso-
nances appear in the vicinity of each triple point. The
resonances closest to each triple point correspond to one
photon (1#) processes, while the outer resonances corre-
spond to 2# processes, consistent with previous observa-
tions of PAT in a semiconductor double dot [10,17].

Charge sensing allows a direct measurement of
microwave-induced charge state repopulation [3,15].
Figure 3(b) shows a color-scale plot of $GS1 as a function
of V2 and V6 with 24 GHz cw applied to gate 4 of the
device and Vsd ! 0 "V. Four stripes, aligned parallel to
the $1; 0% to $0; 1% charge transition line, appear in the
presence of microwaves. These features are absent when
no microwave power is applied [Fig. 1(d)]. We associate
these features with 1# and 2# processes that drive an
electron from the $1; 0% ground state (for negative !) into
the $0; 1% excited state, or vice versa.

Measurements of the frequency dependence of the
resonance confirm that these features are due to a
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FIG. 2 (color). The number of electrons on the upper dot, M,
as a function of detuning, !, for several values of Vt. Solid lines
are best fits to the data (see text). Increasing Vt strengthens the
interdot tunnel coupling and broadens the interdot charge
transition. A typical detuning sweep follows the black line in
the lower inset. Insets: plots of dGS2=dV6 as a function of V2

and V6 for Vt ! "1:01 V (lower inset) and Vt ! "1:04 V
(upper inset). The same color-scale is used in both insets.
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FIG. 1 (color). (a) Scanning electron microscope (SEM) im-
age of a device identical in design to the one used in this
experiment. Gates 2–6 and t define the double dot. QPC charge
detectors are formed by depleting gates 1 and 7. Gate 8 may be
used to separate the QPC and double dot conductance mea-
surement circuits. Gates 9–11 are not energized. & denotes an
Ohmic contact. (b) Large scale plot of dGS2=dV6 as a function
of V2 and V6. Charge states are labeled $M;N%, where M$N% is
the time averaged number of electrons on the upper (lower) dot.
GD, in (c), and dGS2=dV6, in (d), as a function of V2 and V6

near the $1; 0% to $0; 1% transition. In (c)–(d), the gates have been
slightly adjusted relative to (b) to allow simultaneous transport
and sensing. Identical color-scales are used in (b) and (d).

VOLUME 93, NUMBER 18 P H Y S I C A L R E V I E W L E T T E R S week ending
29 OCTOBER 2004

186802-2 186802-2

Petta et al, PRL 93 186802 2004

Elzerman et al. Phys. Rev.B67 
161308, (2003)



Steady state current

• Detector current is proportional to ground state occupation of nearest 
well

• at T=0, system relaxes (phonon emission) to ground state ρ(∞) = |gihg|

Iss ∝ hl|ρ(∞)|li
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Experiments (cont.)
• DiCarlo et al. PRL 92 226801 (2004)



Microwave driven charge qubit

• Bare qubit Hamiltonian can be described in terms of localized states      and   

• Add time dependent driving field at frequency:



• RWA Hamiltonian is diagonal in ‘dressed’ basis & has energy 
splitting given by the effective Rabi frequency

Ω0 =
p
Ω2+η2

Microwave driven charge qubit

Phonon induced population inversion in driven quantum dot systems
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We derive a master equation for a driven double-dot damped by an unstructured phonon bath, and
calculate the phonon spectral density. We find that phonon mediated photon absorption is important
at relatively strong driving, and may even dominate the dynamics, inducing population inversion of
the double dot system. This phenomenon is consistent with recent experimental observations.
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Quantum dots are of great current interest due to their
controlability, their sensitivity to the quantum nature of
the phonon environment [1–3], and their potential appli-
cation to quantum information processing [4]. Double-
dot systems, formed by depleting a 2D electron gas down
to few conduction band electrons in two wells, have shown
coherent quantum phenomena [5, 6].

For the last decade, sensitive electrometry has been
able to probe double-dot systems in the single electron
regime [7, 8]. Microwave spectroscopy reveals peaks
when the double-dot is resonant with a driving field, in-
dicating Rabi oscillation [6, 9]. Similar phenomena have
been seen in driven superconducting systems [10–12].

In this paper we study the interaction of a phonon bath
with a strongly driven double-dot. Other work on driven,
dissipative two-level systems (2LSs) is reviewed in [13].
We begin by deriving a spin-boson model from micro-
scopic principles, from which we develop a master equa-
tion for the interaction between the double-dot and an
unstructured phonon bath (i.e. one lacking resonances).
We analyse the model and find that at zero temperature
and non-resonant driving, phonon assisted photon ab-
sorption becomes significant. The rate balance between
this and the ever-present phonon induced relaxation re-
sults in an increased occupation of the excited state.

We show that for strong cw-driving and sub-quadratic
spectral densities, there are regimes where these phonon-
mediated excitation processes dominate, leading to the
surprising prediction of steady-state population inversion
in a 2LS. Our results are consistent with recent experi-
mental observations [6, 14]. While inversion is integral
to lasers, at least three levels are usually required. In-
version of nominal 2LSs has been discussed for supercon-
ducting systems [15, 16], Er-doped glass fibre [17] and
strongly coupled atom-cavities [18], but these typically
require structured spectral densities or extremely strong
driving, in contrast with the mechanism presented here.

Model. We consider a periodically driven 2LS (a
qubit), modulating both bias and tunnelling,

Hq = �(⇥⌥z + �⌥x)/2 + ⇥0 cos(⌦0t)(cos � ⌥z + sin � ⌥x),

where ⌥z = |l �l| � |r �r|, and ⌥x = |l �r| + |r �l|. In
general, ⇥0 is proportional to the slowly varying elec-
tric field amplitude and the electric dipole moment.
The time independent part of Hq is diagonalised in
the energy eigenbasis, ��⌥e

z/2, where ⌥e
z = |g �g| �

|e �e| = sin ⌅ ⌥x + cos ⌅ ⌥z, {|g , |e } = {sin(⌅/2)|r +
cos(⌅/2)|l , cos(⌅/2)|r � sin(⌅/2)|l }, ⌅ ⇤ arctan(�/⇥)
and � =

↵
⇥2 + �2. We transform Hq to a frame rotat-

ing at the drive frequency according to e�i⇥0�e
zt/2, and

make a rotating wave approximation (RWA), discarding
terms rotating at frequencies ±(�+ ⌦0) [19],

H̃RWA = �(⇤ ⌥e
z + ⇥⌥e

x)/2. (1)

where ⇤ = � � ⌦0, ⇥ = ⇥0 sin ⌅⌅, ⌅⌅ = ⌅ �
�, and ˜ denotes the rotating basis. This Hamilto-
nian is diagonalised in the dressed basis {|� , |+ } =
{cos(�/2)|g � sin(�/2)|e , sin(�/2)|g + cos(�/2)|e }:
H̃RWA = �⇥⇤ ⌥d

z/2 where ⌥d
z = |� ��| � |+ �+| =

sin�⌥e
x + cos�⌥e

z, � ⇤ arctan(⇥/⇤) ⇧ [0,⌃] and ⇥⇤ =
(⇥2 + ⇤2)1/2 is the e⇤ective Rabi frequency. Note that
we work in units where H has dimension rad/s.

We include the influence of phonons, for which the bare
Hamiltonian is Hph =

�
q ⌦qa†qaq. The electron–phonon

coupling is generically given by [20]

He�p =
⇤

q

iMq↵̂(q)(aq � a†�q), (2)

where ↵̂(q) =
�

j,j0(
⇥

d3r ⇥j (r) j0(r)e�iq.r)c†jcj0 is the
Fourier transform of the electron density operator and
{| j } form a discrete basis. Mq = Cq(�/2µV ⌦q)1/2 is
the coupling strength, where µ is the mass density, V is
the volume of the lattice and for peizoelectric coupling
Cq = P , whilst for deformation coupling, Cq = Dq,
where q = |q|. In the two-level approximation the
electronic subspace is spanned by the localised states
{|L , |R } satisfying �r|L =  (r � d/2) and �r|R =
 (r+d/2), where d is displacement between dots. Eval-
uating the integral in ↵̂, we discard o⇤-diagonal elements
such as Mq�L|↵̂(r)|R , since both |Mq| ⌅ � and �L|R ⌅
1 so it is doubly small [1, 3]. The diagonal elements
evaluate to �L|↵̂(q)|L = e�iq.d/2p(q) and �R|↵̂(q)|R =

• Transform to rotating frame and make rotating wave 
approximation 

η= ω�φ

sin(θ) is just the dipole moment �e|ẑ|g⇥



• Phonon bath is major source of relaxation 

Phonon Environment

2

eiq.d/2p(q), where p(q) =
⌅

d3r|�(r)|2e�iq.r. Therefore
⌦̂(q) = p(q)(cos(q.d/2)I � i sin(q.d/2)⌥z), which estab-
lishes that phonons couple primarily to the position of
the qubit. For localised states confined to a region of
length l, the form factor p(q) ⇧ 1 for q ⌃ 1/l. The term
proportional to I just perturbs phonon energies, so the
electron-phonon interaction is

He�p ⇧ ⌥z

⇧

q

gq

�
a†q + aq

⇥
, (3)

where gq = Mqp(q) sin(q.d/2)/
✏

V . The Hamiltonian
for the complete system is H̃tot = H̃RWA + H̃e�p + H̃ph.

We now transform to an interaction picture defined
with respect to H̃free = H̃RWA + H̃ph, in which aq(t) =
aqe�i�qt and ⌥d

+(t) = ⌥d
+ei�0t. Therefore

⌥z(t) = (cos ⌅ cos↵� sin ⌅ sin↵ cos( 0t))⌥d
z

� (cos ⌅ sin↵+ sin ⌅ cos↵ cos( 0t))⌥d
x(t)

� sin ⌅ sin( 0t)⌥d
y(t),

=
⇧

�0⇧{0,�0,�0±�0,�0}

P�0e�i�0t + P †
�0ei�0t. (4)

where P0 = cos ⌅ cos↵⌥d
z/2, P�0 = � cos ⌅ sin↵⌥d

�,
P�0±�0 = ⇤ sin ⌅ (1± cos↵)⌥d

⇤/2, P�0 = � sin ⌅ sin↵⌥d
z/2.

Then, the interaction picture Hamiltonian is
HI(t) = ⌥z(t)

⇤
q gq(a†qei�qt + aqe�i�qt).

Master equation. To solve the dynamics of the qubit,
we develop a master equation for the qubit density ma-
trix, ⌃. Following [21] we integrate the von Neumann
equation for the joint density matrix, W , of the total
system, then trace over phonon modes, resulting in

⌃̇I(t) = �
⌃ t

t0

dt⌅ Trph{[HI(t), [HI(t⌅),WI(t⌅)]]}. (5)

We make a Born-Markov approximation, setting t0 =
� and replacing WI(t⌅) � WI(t), which is valid for
weak coupling and rapid bath relaxation [21]. When  0

and ⇥⌅, appearing as rotating terms in HI(t), are much
larger than the phonon coupling strength, we make a
second RWA [22, 23], giving the master equation

⌃̇I =
⇧

�0

J( ⌅)
⌥
(N( ⌅) + 1)D[P�0 ]⌃I + N( ⌅)D[P †

�0 ]⌃I

�
,

where J( ) = 2⇧
⇤

q |gq|2�( �  q) is the spectral den-
sity, N( ) = (e�/kBT � 1)�1 is the occupation of phonon
modes, and D[A]⌃ ⌅ A⌃A†� (A†A⌃+⌃A†A)/2. The dif-
ferent operators P� are classified according to their e⇤ect
on the system: those proportional to ⌥d

z produce pure de-
phasing in the dressed basis, whilst those proportional to
⌥d
± induce transitions between the dressed states.
The second RWA used to derive the master equation

implies that our analysis is valid only in certain lim-
its. Firstly, the RWA made above is reasonable when
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FIG. 1: Energy level diagrams for dressed state raising and
lowering processes in (a) the dressed basis and (b) the bare
eigenbasis, for � < 0, where |�⌅ ⇥ |e⌅ and |+⌅ ⇥ |g⌅. Solid ar-
rows indicate photon absorption, and dotted arrows indicate
phonon emission. When |�| ⇤ �, �� ⇥ |�| = ⇤0 � ⇥.

 0,⇥⌅ ⌥ J( ⌅) so we are considering strong driving and
weak coupling, where the Rabi frequency is larger than
the dissipation rate. Weak driving is discussed in [9].
This implies that on resonance the DC conductance peak
is saturated, i.e. the average polarisation of the qubit is
zero. Secondly, the RWA we have made limits analysis of
dynamics to times ⌥ 1/⇥⌅. In what follows we calculate
steady state properties, so the RWA is not restrictive.

Setting ⌃(t) = (I+xd(t)⌥d
x+yd(t)⌥d

y+zd(t)⌥d
z )/2, yields

the equations of motion for the components of the Bloch
vector in the dressed basis, ẋd = �(2�z +(��+�+)/2)xd

(and xd � yd), and żd = (����+)�(��+�+)zd, where

�z = (J(0) cos2 ⌅ cos2 ↵(N(0) + 1/2)/2
+ J( 0) sin2 ⌅ sin2 ↵(N( 0) + 1/2))/2,

�⇤ = J( 0 � ⇥⌅) sin2 ⌅(1� cos↵)2
N( 0 � ⇥⌅) + 1⇤1

2

4

+J( 0 + ⇥⌅) sin2 ⌅(1 + cos↵)2
N( 0 + ⇥⌅) + 1±1

2

4
+J(⇥⌅) cos2 ⌅ sin2 ↵(N(⇥⌅) + (1± 1)/2). (6)

�z contributes to the dephasing rate, but not to transi-
tion rates between dressed states. The three terms ap-
pearing in �⇤ correspond to interactions with phonons
of energies  0 ± ⇥⌅ and ⇥⌅. For kBT ⌃ ⇥, N ⇧ 0 and
the term proportional to J( 0 � ⇥⌅) corresponds to a
dressed-state raising process, whilst the other two are
dressed-state lowering processes, shown in Fig. 1a. The
steady state of the Bloch vector is xd = yd = 0 and
zd = (�� � �+)/(�� + �+), so zd is determined by the
balance of the dressed-state raising and lowering rates.

We now show that driving can induce population in-
version. For the purpose of discussion we take T = 0 and
⇥ > 0, and we consider the dynamics below resonance
⇤ < 0. For clarity, we describe the most interesting limit,
|⇤|⌥ ⇥, in which the lower dressed state and the bare ex-
cited state are approximately the same, |�� ⇧ |e�. In this
limit, there is a population inversion wherever dressed-
state lowering processes dominate, �� > �+. In this

• Restrict electronic states in electron density operator   and get 
a spin boson model 
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the phonon environment [1–3], and their potential appli-
cation to quantum information processing [4]. Double-
dot systems, formed by depleting a 2D electron gas down
to few conduction band electrons in two wells, have shown
coherent quantum phenomena [5, 6].

For the last decade, sensitive electrometry has been
able to probe double-dot systems in the single electron
regime [7, 8]. Microwave spectroscopy reveals peaks
when the double-dot is resonant with a driving field, in-
dicating Rabi oscillation [6, 9]. Similar phenomena have
been seen in driven superconducting systems [10–12].

In this paper we study the interaction of a phonon bath
with a strongly driven double-dot. Other work on driven,
dissipative two-level systems (2LSs) is reviewed in [13].
We begin by deriving a spin-boson model from micro-
scopic principles, from which we develop a master equa-
tion for the interaction between the double-dot and an
unstructured phonon bath (i.e. one lacking resonances).
We analyse the model and find that at zero temperature
and non-resonant driving, phonon assisted photon ab-
sorption becomes significant. The rate balance between
this and the ever-present phonon induced relaxation re-
sults in an increased occupation of the excited state.

We show that for strong cw-driving and sub-quadratic
spectral densities, there are regimes where these phonon-
mediated excitation processes dominate, leading to the
surprising prediction of steady-state population inversion
in a 2LS. Our results are consistent with recent experi-
mental observations [6, 14]. While inversion is integral
to lasers, at least three levels are usually required. In-
version of nominal 2LSs has been discussed for supercon-
ducting systems [15, 16], Er-doped glass fibre [17] and
strongly coupled atom-cavities [18], but these typically
require structured spectral densities or extremely strong
driving, in contrast with the mechanism presented here.

Model. We consider a periodically driven 2LS (a
qubit), modulating both bias and tunnelling,

H q = �(⇥⌥z + �⌥x)/2 + ⇥0 cos(⌦0 t )(cos � ⌥z + sin � ⌥x),

where ⌥z = |l  �l | � |r  �r |, and ⌥x = |l  �r | + |r  �l |. In
general, ⇥0 is proportional to the slowly varying elec-
tric field amplitude and the electric dipole moment.
The time independent part of H q is diagonalised in
the energy eigenbasis, ��⌥e

z/2, where ⌥e
z = |g  �g | �

|e  �e | = sin ⌅ ⌥x + cos ⌅ ⌥z, {|g  , |e  } = {sin(⌅/2)|r  +
cos(⌅/2)|l  , cos(⌅/2)|r  � sin(⌅/2)|l  }, ⌅ ⇤ arctan(�/⇥)
and � =

↵
⇥2 + �2. We transform H q to a frame rotat-

ing at the drive frequency according to e �i⇥0�e
zt/2, and

make a rotating wave approximation (RWA), discarding
terms rotating at frequencies ±(�+ ⌦0) [19],

˜H RWA = �(⇤ ⌥e
z + ⇥⌥e

x)/2. (1)

where ⇤ = � � ⌦0, ⇥ = ⇥0 sin ⌅⌅, ⌅⌅ = ⌅ �
�, and ˜ denotes the rotating basis. This Hamilto-
nian is diagonalised in the dressed basis {|� , |+ } =
{cos(�/2)|g  � sin(�/2)|e  , sin(�/2)|g  + cos(�/2)|e  }:
˜H RWA = �⇥⇤ ⌥d

z/2 where ⌥d
z = |� ��| � |+ �+| =

sin�⌥e
x + cos�⌥e

z, � ⇤ arctan(⇥/⇤) ⇧ [0, ⌃] and ⇥⇤ =
(⇥2 + ⇤2)1/2 is the e⇤ective Rabi frequency. Note that
we work in units where H has dimension rad/s.

We include the influence of phonons, for which the bare
Hamiltonian is H ph =

�
q ⌦q a †q a q. The electron–phonon

coupling is generically given by [20]

H e�p =
⇤

q

i M q↵̂(q)(a q � a †�q), (2)

where ↵̂(q) =
�

j,j0(
⇥

d 3r ⇥j (r) j0(r)e �iq.r)c †j c j0 is the
Fourier transform of the electron density operator and
{| j } form a discrete basis. M q = Cq(�/2µV ⌦q)1/2 is
the coupling strength, where µis the mass density, V is
the volume of the lattice and for peizoelectric coupling
Cq = P , whilst for deformation coupling, Cq = D q ,
where q = |q|. In the two-level approximation the
electronic subspace is spanned by the localised states
{|L  , |R  } satisfying �r|L  =  (r � d/2) and �r|R  =
 (r+d/2), where d is displacement between dots. Eval-
uating the integral in ↵̂, we discard o⇤-diagonal elements
such as M q�L |↵̂(r)|R  , since both |M q| ⌅ � and �L |R  ⌅
1 so it is doubly small [1, 3]. The diagonal elements
evaluate to �L |↵̂(q)|L  = e �iq.d/2 p (q) and �R |↵̂(q)|R  =

• Mq can be piezoelectric or deformation potential
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the double dot system. This phenomenon is consistent with recent experimental observations.

PACS numbers: 85.35.Be, 42.50.Hz, 63.20.Kr, 03.65.Yz

Quantum dots are of great current interest due to their
controlability, their sensitivity to the quantum nature of
the phonon environment [1–3], and their potential appli-
cation to quantum information processing [4]. Double-
dot systems, formed by depleting a 2D electron gas down
to few conduction band electrons in two wells, have shown
coherent quantum phenomena [5, 6].

For the last decade, sensitive electrometry has been
able to probe double-dot systems in the single electron
regime [7, 8]. Microwave spectroscopy reveals peaks
when the double-dot is resonant with a driving field, in-
dicating Rabi oscillation [6, 9]. Similar phenomena have
been seen in driven superconducting systems [10–12].

In this paper we study the interaction of a phonon bath
with a strongly driven double-dot. Other work on driven,
dissipative two-level systems (2LSs) is reviewed in [13].
We begin by deriving a spin-boson model from micro-
scopic principles, from which we develop a master equa-
tion for the interaction between the double-dot and an
unstructured phonon bath (i.e. one lacking resonances).
We analyse the model and find that at zero temperature
and non-resonant driving, phonon assisted photon ab-
sorption becomes significant. The rate balance between
this and the ever-present phonon induced relaxation re-
sults in an increased occupation of the excited state.

We show that for strong cw-driving and sub-quadratic
spectral densities, there are regimes where these phonon-
mediated excitation processes dominate, leading to the
surprising prediction of steady-state population inversion
in a 2LS. Our results are consistent with recent experi-
mental observations [6, 14]. While inversion is integral
to lasers, at least three levels are usually required. In-
version of nominal 2LSs has been discussed for supercon-
ducting systems [15, 16], Er-doped glass fibre [17] and
strongly coupled atom-cavities [18], but these typically
require structured spectral densities or extremely strong
driving, in contrast with the mechanism presented here.

Model. We consider a periodically driven 2LS (a
qubit), modulating both bias and tunnelling,

Hq = �(⇥⌥z + �⌥x)/2 + ⇥0 cos(⌦0t)(cos � ⌥z + sin � ⌥x),

where ⌥z = |l �l| � |r �r|, and ⌥x = |l �r| + |r �l|. In
general, ⇥0 is proportional to the slowly varying elec-
tric field amplitude and the electric dipole moment.
The time independent part of Hq is diagonalised in
the energy eigenbasis, ��⌥e

z/2, where ⌥e
z = |g �g| �

|e �e| = sin ⌅ ⌥x + cos ⌅ ⌥z, {|g , |e } = {sin(⌅/2)|r +
cos(⌅/2)|l , cos(⌅/2)|r � sin(⌅/2)|l }, ⌅ ⇤ arctan(�/⇥)
and � =

↵
⇥2 + �2. We transform Hq to a frame rotat-

ing at the drive frequency according to e�i⇥0�e
zt/2, and

make a rotating wave approximation (RWA), discarding
terms rotating at frequencies ±(�+ ⌦0) [19],

H̃RWA = �(⇤ ⌥e
z + ⇥⌥e

x)/2. (1)

where ⇤ = � � ⌦0, ⇥ = ⇥0 sin ⌅⌅, ⌅⌅ = ⌅ �
�, and ˜ denotes the rotating basis. This Hamilto-
nian is diagonalised in the dressed basis {|� , |+ } =
{cos(�/2)|g � sin(�/2)|e , sin(�/2)|g + cos(�/2)|e }:
H̃RWA = �⇥⇤ ⌥d

z/2 where ⌥d
z = |� ��| � |+ �+| =

sin�⌥e
x + cos�⌥e

z, � ⇤ arctan(⇥/⇤) ⇧ [0,⌃] and ⇥⇤ =
(⇥2 + ⇤2)1/2 is the e⇤ective Rabi frequency. Note that
we work in units where H has dimension rad/s.

We include the influence of phonons, for which the bare
Hamiltonian is Hph =

�
q ⌦qa†qaq. The electron–phonon

coupling is generically given by [20]

He�p =
⇤

q

iMq↵̂(q)(aq � a†�q), (2)

where ↵̂(q) =
�

j,j0(
⇥

d3r ⇥j (r) j0(r)e�iq.r)c†jcj0 is the
Fourier transform of the electron density operator and
{| j } form a discrete basis. Mq = Cq(�/2µV ⌦q)1/2 is
the coupling strength, where µ is the mass density, V is
the volume of the lattice and for peizoelectric coupling
Cq = P , whilst for deformation coupling, Cq = Dq,
where q = |q|. In the two-level approximation the
electronic subspace is spanned by the localised states
{|L , |R } satisfying �r|L =  (r � d/2) and �r|R =
 (r+d/2), where d is displacement between dots. Eval-
uating the integral in ↵̂, we discard o⇤-diagonal elements
such as Mq�L|↵̂(r)|R , since both |Mq| ⌅ � and �L|R ⌅
1 so it is doubly small [1, 3]. The diagonal elements
evaluate to �L|↵̂(q)|L = e�iq.d/2p(q) and �R|↵̂(q)|R =
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Past experimental results
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microwave-induced repopulation of charge states. The
black curve in Fig. 3(c) shows the measured charge on
the upper dot, M, as a function of !, in the absence of
microwave excitation. Application of microwaves to gate
4 results in resonant peaks in M vs ! that move to larger
j!j with increasing frequency. A detailed measurement of
the resonant peak position as a function of microwave
frequency, f, is used to extract t for various Vt [see
Fig. 3(d)] [10]. The peak positions depend linearly on f
at high frequency. At low f, the interdot tunnel coupling
modifies the linear dependence. The x-axis intercept gives
the value of 2t. For each value of Vt, the experimental data
have been fit using "! !

!!!!!!!!!!!!!!!!!!!!!!!!!!!

"hf#2 $ "2t#2
p

, where " is the
lever arm. " and t were free parameters for each curve,
and " only changes by %20% over the range of Vt used in
Fig. 3. The best fit for Vt ! $1:08 V is " ! 0:13& 0:02,
consistent with the lever arms obtained by measuring
the QPC response as a function of ! at higher tempera-
tures [19]. The data in Fig. 3(d) have been converted to
energy using the best-fit values of ". Our experimental
data are well fit by theory and show a variation in t of
roughly a factor of 6. In addition, the t values in Fig. 3(d)
agree to within 25% with the t values obtained from the
data in Fig. 2 using Eq. (1) [19]. The slight discrepancy in
the 2t values for Vt ! $1:01 V is due to error in extract-
ing the lever arm for the data in Fig. 2 from temperature
scans [23].

The resonant response of a two-level system can be
used to extract information about the charge relaxation
and decoherence times, as used, for instance, in the recent
analysis of the Cooper pair box [15]. Measurements of the
resonance peak height as a function of time after the
system is moved out of resonance, and measurements of
the peak width can be used to determine the charge
relaxation time T1 and the inhomogeneous charge deco-
herence time T'

2 [24].
To measure T1, the resonance peak height is measured

as microwaves are chopped at varying periods, #, with a
50% duty cycle using a fast mixer circuit [25]. We model
the system response with a saturated signal while micro-
waves are present, followed by an exponential decay with
a characteristic time scale T1 when the microwaves are
turned off. Taking the time average, we expect:

Mmax"##
Mmax"0#

! 1

2
( T1"1$ e$#="2T1##

#
: (2)

For # ) T1, the exponential tail due to the finite relaxa-
tion time represents an insignificant part of the duty
cycle, and the QPC detectors measure the time average
of the on/off signal, giving a resonant feature with half
the height found in the limit # ! 0. For very short peri-
ods, such that # * T1, the charge has little time to re-
lax, and the QPC response is close to saturation (satura-
tion is defined as Mmax ! 0:5 on resonance). When #%
T1, the QPC signal is strongly dependent on #. To avoid
artifacts due to the finite rise time of the mixer circuit, we
present data for # + 5 ns. In Fig. 4(a), we plot Mmax"##=
Mmax"# ! 5 ns# as a function of #. The experimental
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The peaks go over 0.5!

Surprise!

Reilly et al, unpublished, 2012
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• Derive master equation from dynamics of joint density matrix R:

Master equation

•Two versions of secular / rotating wave approximation
a) in dressed basis

2

eiq.d/2p(q), where p(q) =
⌅

d3r|�(r)|2e�iq.r. Therefore
⌦̂(q) = p(q)(cos(q.d/2)I � i sin(q.d/2)⌥z), which estab-
lishes that phonons couple primarily to the position of
the qubit. For localised states confined to a region of
length l, the form factor p(q) ⇧ 1 for q ⌃ 1/l. The term
proportional to I just perturbs phonon energies, so the
electron-phonon interaction is

He�p ⇧ ⌥z

⇧

q

gq

�
a†q + aq

⇥
, (3)

where gq = Mqp(q) sin(q.d/2)/
✏

V . The Hamiltonian
for the complete system is H̃tot = H̃RWA + H̃e�p + H̃ph.

We now transform to an interaction picture defined
with respect to H̃free = H̃RWA + H̃ph, in which aq(t) =
aqe�i�qt and ⌥d

+(t) = ⌥d
+ei�0t. Therefore

⌥z(t) = (cos ⌅ cos↵� sin ⌅ sin↵ cos( 0t))⌥d
z

� (cos ⌅ sin↵+ sin ⌅ cos↵ cos( 0t))⌥d
x(t)

� sin ⌅ sin( 0t)⌥d
y(t),

=
⇧

�0⇧{0,�0,�0±�0,�0}

P�0e�i�0t + P †
�0ei�0t. (4)

where P0 = cos ⌅ cos↵⌥d
z/2, P�0 = � cos ⌅ sin↵⌥d

�,
P�0±�0 = ⇤ sin ⌅ (1± cos↵)⌥d

⇤/2, P�0 = � sin ⌅ sin↵⌥d
z/2.

Then, the interaction picture Hamiltonian is
HI(t) = ⌥z(t)

⇤
q gq(a†qei�qt + aqe�i�qt).

Master equation. To solve the dynamics of the qubit,
we develop a master equation for the qubit density ma-
trix, ⌃. Following [21] we integrate the von Neumann
equation for the joint density matrix, W , of the total
system, then trace over phonon modes, resulting in

⌃̇I(t) = �
⌃ t

t0

dt⌅ Trph{[HI(t), [HI(t⌅),WI(t⌅)]]}. (5)

We make a Born-Markov approximation, setting t0 =
� and replacing WI(t⌅) � WI(t), which is valid for
weak coupling and rapid bath relaxation [21]. When  0

and ⇥⌅, appearing as rotating terms in HI(t), are much
larger than the phonon coupling strength, we make a
second RWA [22, 23], giving the master equation

⌃̇I =
⇧

�0

J( ⌅)
⌥
(N( ⌅) + 1)D[P�0 ]⌃I + N( ⌅)D[P †

�0 ]⌃I

�
,

where J( ) = 2⇧
⇤

q |gq|2�( �  q) is the spectral den-
sity, N( ) = (e�/kBT � 1)�1 is the occupation of phonon
modes, and D[A]⌃ ⌅ A⌃A†� (A†A⌃+⌃A†A)/2. The dif-
ferent operators P� are classified according to their e⇤ect
on the system: those proportional to ⌥d

z produce pure de-
phasing in the dressed basis, whilst those proportional to
⌥d
± induce transitions between the dressed states.
The second RWA used to derive the master equation

implies that our analysis is valid only in certain lim-
its. Firstly, the RWA made above is reasonable when
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FIG. 1: Energy level diagrams for dressed state raising and
lowering processes in (a) the dressed basis and (b) the bare
eigenbasis, for � < 0, where |�⌅ ⇥ |e⌅ and |+⌅ ⇥ |g⌅. Solid ar-
rows indicate photon absorption, and dotted arrows indicate
phonon emission. When |�| ⇤ �, �� ⇥ |�| = ⇤0 � ⇥.

 0,⇥⌅ ⌥ J( ⌅) so we are considering strong driving and
weak coupling, where the Rabi frequency is larger than
the dissipation rate. Weak driving is discussed in [9].
This implies that on resonance the DC conductance peak
is saturated, i.e. the average polarisation of the qubit is
zero. Secondly, the RWA we have made limits analysis of
dynamics to times ⌥ 1/⇥⌅. In what follows we calculate
steady state properties, so the RWA is not restrictive.

Setting ⌃(t) = (I+xd(t)⌥d
x+yd(t)⌥d

y+zd(t)⌥d
z )/2, yields

the equations of motion for the components of the Bloch
vector in the dressed basis, ẋd = �(2�z +(��+�+)/2)xd

(and xd � yd), and żd = (����+)�(��+�+)zd, where

�z = (J(0) cos2 ⌅ cos2 ↵(N(0) + 1/2)/2
+ J( 0) sin2 ⌅ sin2 ↵(N( 0) + 1/2))/2,

�⇤ = J( 0 � ⇥⌅) sin2 ⌅(1� cos↵)2
N( 0 � ⇥⌅) + 1⇤1

2

4

+J( 0 + ⇥⌅) sin2 ⌅(1 + cos↵)2
N( 0 + ⇥⌅) + 1±1

2

4
+J(⇥⌅) cos2 ⌅ sin2 ↵(N(⇥⌅) + (1± 1)/2). (6)

�z contributes to the dephasing rate, but not to transi-
tion rates between dressed states. The three terms ap-
pearing in �⇤ correspond to interactions with phonons
of energies  0 ± ⇥⌅ and ⇥⌅. For kBT ⌃ ⇥, N ⇧ 0 and
the term proportional to J( 0 � ⇥⌅) corresponds to a
dressed-state raising process, whilst the other two are
dressed-state lowering processes, shown in Fig. 1a. The
steady state of the Bloch vector is xd = yd = 0 and
zd = (�� � �+)/(�� + �+), so zd is determined by the
balance of the dressed-state raising and lowering rates.

We now show that driving can induce population in-
version. For the purpose of discussion we take T = 0 and
⇥ > 0, and we consider the dynamics below resonance
⇤ < 0. For clarity, we describe the most interesting limit,
|⇤|⌥ ⇥, in which the lower dressed state and the bare ex-
cited state are approximately the same, |�� ⇧ |e�. In this
limit, there is a population inversion wherever dressed-
state lowering processes dominate, �� > �+. In this

⇤

) = (e � 1)� is the occupation of
and D[A]⌃ ⌅ A⌃A†� (A†A⌃+⌃A†A)/2.

rators P are classified according to th

⇤
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where P0 = cos ⌅ cos ↵ ⌥d
z/2, P�0 = � cos ⌅ sin↵ ⌥d

�,
P�0±�0 = ⇤ sin ⌅ (1± cos ↵)⌥d

⇤/2, P�0 = � sin ⌅ sin↵ ⌥d
z/2.

Then, the interaction picture Hamiltonian is
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eiq.d/2p(q), where p(q) =
⌅

d3r|�(r)|2e�iq.r. Therefore
⌦̂(q) = p(q)(cos(q.d/2)I � i sin(q.d/2)⌥z), which estab-
lishes that phonons couple primarily to the position of
the qubit. For localised states confined to a region of
length l, the form factor p(q) ⇧ 1 for q ⌃ 1/l. The term
proportional to I just perturbs phonon energies, so the
electron-phonon interaction is

He�p ⇧ ⌥z

⇧

q

gq

�
a†q + aq

⇥
, (3)

where gq = Mqp(q) sin(q.d/2)/
✏

V . The Hamiltonian
for the complete system is H̃tot = H̃RWA + H̃e�p + H̃ph.

We now transform to an interaction picture defined
with respect to H̃free = H̃RWA + H̃ph, in which aq(t) =
aqe�i�qt and ⌥d

+(t) = ⌥d
+ei�0t. Therefore

⌥z(t) = (cos ⌅ cos↵� sin ⌅ sin↵ cos( 0t))⌥d
z

� (cos ⌅ sin↵+ sin ⌅ cos↵ cos( 0t))⌥d
x(t)

� sin ⌅ sin( 0t)⌥d
y(t),

=
⇧

�0⇧{0,�0,�0±�0,�0}

P�0e�i�0t + P †
�0ei�0t. (4)

where P0 = cos ⌅ cos↵⌥d
z/2, P�0 = � cos ⌅ sin↵⌥d

�,
P�0±�0 = ⇤ sin ⌅ (1± cos↵)⌥d

⇤/2, P�0 = � sin ⌅ sin↵⌥d
z/2.

Then, the interaction picture Hamiltonian is
HI(t) = ⌥z(t)

⇤
q gq(a†qei�qt + aqe�i�qt).

Master equation. To solve the dynamics of the qubit,
we develop a master equation for the qubit density ma-
trix, ⌃. Following [21] we integrate the von Neumann
equation for the joint density matrix, W , of the total
system, then trace over phonon modes, resulting in

⌃̇I(t) = �
⌃ t

t0

dt⌅ Trph{[HI(t), [HI(t⌅),WI(t⌅)]]}. (5)

We make a Born-Markov approximation, setting t0 =
� and replacing WI(t⌅) � WI(t), which is valid for
weak coupling and rapid bath relaxation [21]. When  0

and ⇥⌅, appearing as rotating terms in HI(t), are much
larger than the phonon coupling strength, we make a
second RWA [22, 23], giving the master equation

⌃̇I =
⇧

�0

J( ⌅)
⌥
(N( ⌅) + 1)D[P�0 ]⌃I + N( ⌅)D[P †

�0 ]⌃I

�
,

where J( ) = 2⇧
⇤

q |gq|2�( �  q) is the spectral den-
sity, N( ) = (e�/kBT � 1)�1 is the occupation of phonon
modes, and D[A]⌃ ⌅ A⌃A†� (A†A⌃+⌃A†A)/2. The dif-
ferent operators P� are classified according to their e⇤ect
on the system: those proportional to ⌥d

z produce pure de-
phasing in the dressed basis, whilst those proportional to
⌥d
± induce transitions between the dressed states.
The second RWA used to derive the master equation

implies that our analysis is valid only in certain lim-
its. Firstly, the RWA made above is reasonable when

!0

!+

!0

!�

|+�
|�⇥ !0

!0�"0 !0+"0

(a)

!+

!�

|e�

|g�
!

2!0�"
!0

!0

!0

(b)

FIG. 1: Energy level diagrams for dressed state raising and
lowering processes in (a) the dressed basis and (b) the bare
eigenbasis, for � < 0, where |�⌅ ⇥ |e⌅ and |+⌅ ⇥ |g⌅. Solid ar-
rows indicate photon absorption, and dotted arrows indicate
phonon emission. When |�| ⇤ �, �� ⇥ |�| = ⇤0 � ⇥.

 0,⇥⌅ ⌥ J( ⌅) so we are considering strong driving and
weak coupling, where the Rabi frequency is larger than
the dissipation rate. Weak driving is discussed in [9].
This implies that on resonance the DC conductance peak
is saturated, i.e. the average polarisation of the qubit is
zero. Secondly, the RWA we have made limits analysis of
dynamics to times ⌥ 1/⇥⌅. In what follows we calculate
steady state properties, so the RWA is not restrictive.

Setting ⌃(t) = (I+xd(t)⌥d
x+yd(t)⌥d

y+zd(t)⌥d
z )/2, yields

the equations of motion for the components of the Bloch
vector in the dressed basis, ẋd = �(2�z +(��+�+)/2)xd

(and xd � yd), and żd = (����+)�(��+�+)zd, where

�z = (J(0) cos2 ⌅ cos2 ↵(N(0) + 1/2)/2
+ J( 0) sin2 ⌅ sin2 ↵(N( 0) + 1/2))/2,

�⇤ = J( 0 � ⇥⌅) sin2 ⌅(1� cos↵)2
N( 0 � ⇥⌅) + 1⇤1

2

4

+J( 0 + ⇥⌅) sin2 ⌅(1 + cos↵)2
N( 0 + ⇥⌅) + 1±1

2

4
+J(⇥⌅) cos2 ⌅ sin2 ↵(N(⇥⌅) + (1± 1)/2). (6)

�z contributes to the dephasing rate, but not to transi-
tion rates between dressed states. The three terms ap-
pearing in �⇤ correspond to interactions with phonons
of energies  0 ± ⇥⌅ and ⇥⌅. For kBT ⌃ ⇥, N ⇧ 0 and
the term proportional to J( 0 � ⇥⌅) corresponds to a
dressed-state raising process, whilst the other two are
dressed-state lowering processes, shown in Fig. 1a. The
steady state of the Bloch vector is xd = yd = 0 and
zd = (�� � �+)/(�� + �+), so zd is determined by the
balance of the dressed-state raising and lowering rates.

We now show that driving can induce population in-
version. For the purpose of discussion we take T = 0 and
⇥ > 0, and we consider the dynamics below resonance
⇤ < 0. For clarity, we describe the most interesting limit,
|⇤|⌥ ⇥, in which the lower dressed state and the bare ex-
cited state are approximately the same, |�� ⇧ |e�. In this
limit, there is a population inversion wherever dressed-
state lowering processes dominate, �� > �+. In this

photons phonons

isfying hrjLi !  "r# d=2$ and hrjRi !  "r% d=2$,
where d is displacement between dots. Evaluating the
integral in %̂, we discard off-diagonal elements such as
MqhLj%̂"r$jRi, since both jMqj & ! and hLjRi & 1 so it
is doubly small [1,3]. The diagonal elements evaluate to
hLj%̂"q$jLi ! e#iq'd=2p"q$ and hRj%̂"q$jRi ! eiq'd=2p"q$,
where p"q$ ! R

d3rj "r$j2e#iq'r. Therefore %̂"q$ !
p"q$(cos"q ' d=2$I# i sin"q ' d=2$"z), which establishes
that phonons couple primarily to the position of the qubit.
For localized states confined to a region of length l, the
form factor p"q$ * 1 for q& 1=l. The term proportional
to I just perturbs phonon energies, so

He#ph * "z
X

q
gq"ayq % aq$; (3)

where gq ! Mqp"q$ sin"q ' d=2$=
!!!!

V
p

. The Hamiltonian
for the complete system is ~Htot ! ~HRWA % ~He#ph % ~Hph.

We now transform to an interaction picture defined with
respect to ~Hfree ! ~HRWA % ~Hph, in which aq"t$ !
aqe#i!qt and "d%"t$ ! "d%e

i!0t. Therefore

"z"t$ ! (cos# cos’# sin# sin’ cos"!0t$)"dz
# (cos# sin’% sin# cos’ cos"!0t$)"dx"t$
# sin# sin"!0t$"dy"t$;

!
X

!02f0;!0;!0+!0;!0g
P!0e#i!

0t % Py
!0ei!

0t:

(4)

where P0 ! cos# cos’"dz=2, P!0 ! # cos# sin’"d#,
P!0+!0 ! , sin#"1+ cos’$"d,=2, and P!0

! # sin#-
sin’"dz=2. Then, the interaction picture Hamiltonian is
HI"t$ ! "z"t$

P

qgq"ayqei!qt % aqe#i!qt$.
Master equation.—To solve the dynamics of the qubit,

we develop a master equation for the qubit density matrix,
$. Following [22] we integrate the von Neumann equation
for the joint density matrix, W, of the total system, then
trace over phonon modes, resulting in

_$ I"t$ ! #
Z t

t0
dt0 Trphf(HI"t$; (HI"t0$; WI"t0$))g: (5)

We make a Born-Markov approximation, setting t0 ! #1
and replacing WI"t0$ ! WI"t$, which is valid for weak
coupling and rapid bath relaxation [22]. When !0 and
!0, appearing as rotating terms in HI"t$, are much larger
than the phonon coupling strength, we make a second RWA
[23,24], giving the master equation

_$I!
X

!0
J"!0$!(N"!0$%1)D(P!0)$I%N"!0$D(Py

!0)$I";

where J"!$ ! 2%
P

qjgqj2&"!#!q$ is the spectral den-
sity, N"!$ ! "e!=kBT # 1$#1 is the occupation of phonon
modes, and D(A)$ . A$Ay # "AyA$% $AyA$=2. The
different operators P! are classified according to their
effect on the system: those proportional to "dz produce
pure dephasing in the dressed basis, while those propor-
tional to "d+ induce transitions between the dressed states.

The second RWA used to derive the master equation
implies that our analysis is valid only in certain limits.
First, the RWA made above is reasonable when !0, !0 /
J"!0$ so we are considering strong driving and weak
coupling, where the Rabi frequency is larger than the
dissipation rate. Weak driving is discussed in [9]. This
implies that on resonance the dc conductance peak is
saturated; i.e., the average polarization of the qubit is
zero. Second, the RWA we have made limits analysis of
dynamics to times / 1=!0. In what follows we calculate
steady-state properties, so the RWA is not restrictive.

Setting $"t$ ! (I% xd"t$"dx % yd"t$"dy % zd"t$"dz )=2
yields the equations of motion for the components of
the Bloch vector in the dressed basis, _xd ! #(2"z %
""# % "%$=2)xd (and xd ! yd) and _zd ! ""# # "%$ #
""# % "%$zd, where

"z ! !J"0$cos2#cos2’(N"0$ % 1=2)=2
% J"!0$sin2#sin2’(N"!0$ % 1=2)"=2;

", ! J"!0 #!0$sin2#"1# cos’$2N"!0 #!0$ % 1,1
2

4

% J"!0 %!0$sin2#"1% cos’$2N"!0 %!0$ % 1+1
2

4
% J"!0$cos2#sin2’(N"!0$ % "1+ 1$=2): (6)

"z contributes to the dephasing rate, but not to transition
rates between dressed states. The three terms appearing in
", correspond to interactions with phonons of energies
!0 +!0 and !0. For kBT & !, N * 0 and the term
proportional to J"!0 #!0$ corresponds to a dressed-state
raising process, while the other two are dressed-state low-
ering processes, shown in Fig. 1(a). The steady state of the
Bloch vector is xd ! yd ! 0 and zd ! ""# # "%$=""# %
"%$, so zd is determined by the balance of the dressed-state
raising and lowering rates.

We now show that driving can induce population in-
version. For the purpose of discussion we take T ! 0 and
'> 0, and we consider the dynamics below resonance
(< 0. For clarity, we describe the most interesting limit,

+ −
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FIG. 1. Energy level diagrams for dressed-state raising and
lowering processes in (a) the dressed basis and (b) the bare
eigenbasis, for (< 0, where j#i * jei and j%i * jgi. Solid
arrows indicate photon absorption, and dotted arrows indicate
phonon emission. When j(j / !, !0 * j(j ! !0 #!.
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Some note on solving the steady state of the master equation in reciprocal space.

PACS numbers:

I. MASTER EQUATION

In the interaction picture, the hamiltonian is generically written as

HI(t) = �z(t)
X

q

g⇤qa
†
qe

i!qt + gqaqe
�i!qt, (1)

where

�z(t) =
X

!02W
P!0ei!

0t. (2)

where W = ±{0,⌦0,!0,!0 ± ⌦0}, P0 = ↵0�d
z , P⌦0 = ↵⌦0�d

+, P!0±⌦0 = ↵!0±⌦0�d
±, P!0 = ↵!0�

d
z , and the coe�cients

↵0 = cos ✓ cos', ↵⌦0 = � cos ✓ sin', ↵!0±⌦0 = ⌥ sin ✓ (1± cos') /2, ↵!0 = � sin ✓ sin'/2. Note that P�!0 = P †
!0 .

Also, if more frequencies (from a discrete set of Floquet eqigenfrequencies) are included in �z(t) then it is suitable to
describe arbitrary periodic driving, i.e. there is no real approximation inherent in this definition.

II. MASTER EQUATION

To solve the dynamics of the qubit, we develop a master equation for the qubit density matrix, ⇢ = TrB R where
R is the density matrix of the total system, then trace over phonon modes, resulting in

⇢̇I(t) = �
Z t

0
dt0 TrB [HI(t), [HI(t

0), R(t0)]]. (3)

The objective is to find the steady state value of Tr{⇢(t)�z(t)} in a regime where at least some of the oscillation
frequencies are neither fast nor slow compared to the decay time scale. This precludes making any of the standard
fast (RWA) or slow (collecting terms with slow frequencies) approximations. Note that I am going to drop the I
subscript for these notes.

Instead, I will go mad with Laplace transforms directly on Eq. (3). To demonstrate the approach, I will focus on
two terms in the double commutator. Namely, think about the terms H(t)R(t0)H(t0) +H(t0)R(t0)H(t). Other terms
are evaluate in the same way. To begin with, I will work at T = 0, so we only want anti-normally ordered pairs of
creation and annihilation operators (recalling the cyclic property of the trace). Writing things out, and relabelling

⇤stace@physics.uq.edu.au



• Derive master equation from dynamics of joint density matrix R:

Master equation

•Two versions of secular / rotating wave approximation
a) in dressed basis

b) in bare energy basis

2

eiq.d/2p(q), where p(q) =
⌅

d3r|�(r)|2e�iq.r. Therefore
⌦̂(q) = p(q)(cos(q.d/2)I � i sin(q.d/2)⌥z), which estab-
lishes that phonons couple primarily to the position of
the qubit. For localised states confined to a region of
length l, the form factor p(q) ⇧ 1 for q ⌃ 1/l. The term
proportional to I just perturbs phonon energies, so the
electron-phonon interaction is

He�p ⇧ ⌥z

⇧

q

gq

�
a†q + aq

⇥
, (3)

where gq = Mqp(q) sin(q.d/2)/
✏

V . The Hamiltonian
for the complete system is H̃tot = H̃RWA + H̃e�p + H̃ph.

We now transform to an interaction picture defined
with respect to H̃free = H̃RWA + H̃ph, in which aq(t) =
aqe�i�qt and ⌥d

+(t) = ⌥d
+ei�0t. Therefore

⌥z(t) = (cos ⌅ cos↵� sin ⌅ sin↵ cos( 0t))⌥d
z

� (cos ⌅ sin↵+ sin ⌅ cos↵ cos( 0t))⌥d
x(t)

� sin ⌅ sin( 0t)⌥d
y(t),

=
⇧

�0⇧{0,�0,�0±�0,�0}

P�0e�i�0t + P †
�0ei�0t. (4)

where P0 = cos ⌅ cos↵⌥d
z/2, P�0 = � cos ⌅ sin↵⌥d

�,
P�0±�0 = ⇤ sin ⌅ (1± cos↵)⌥d

⇤/2, P�0 = � sin ⌅ sin↵⌥d
z/2.

Then, the interaction picture Hamiltonian is
HI(t) = ⌥z(t)

⇤
q gq(a†qei�qt + aqe�i�qt).

Master equation. To solve the dynamics of the qubit,
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implies that our analysis is valid only in certain lim-
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FIG. 1: Energy level diagrams for dressed state raising and
lowering processes in (a) the dressed basis and (b) the bare
eigenbasis, for � < 0, where |�⌅ ⇥ |e⌅ and |+⌅ ⇥ |g⌅. Solid ar-
rows indicate photon absorption, and dotted arrows indicate
phonon emission. When |�| ⇤ �, �� ⇥ |�| = ⇤0 � ⇥.
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Laplace transforms up the wazoo
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Some note on solving the steady state of the master equation in reciprocal space.

PACS numbers:

I. MASTER EQUATION

In the interaction picture, the hamiltonian is generically written as

HI(t) = �z(t)
X

q

g⇤qa
†
qe

i!qt + gqaqe
�i!qt, (1)

where

�z(t) =
X

!02W
P!0ei!

0t. (2)

where W = ±{0,⌦0,!0,!0 ± ⌦0}, P0 = ↵0�d
z , P⌦0 = ↵⌦0�d

+, P!0±⌦0 = ↵!0±⌦0�d
±, P!0 = ↵!0�

d
z , and the coe�cients

↵0 = cos ✓ cos', ↵⌦0 = � cos ✓ sin', ↵!0±⌦0 = ⌥ sin ✓ (1± cos') /2, ↵!0 = � sin ✓ sin'/2. Note that P�!0 = P †
!0 .

Also, if more frequencies (from a discrete set of Floquet eqigenfrequencies) are included in �z(t) then it is suitable to
describe arbitrary periodic driving, i.e. there is no real approximation inherent in this definition.

II. MASTER EQUATION

To solve the dynamics of the qubit, we develop a master equation for the qubit density matrix, ⇢ = TrB R where
R is the density matrix of the total system, then trace over phonon modes, resulting in

⇢̇I(t) = �
Z t

0
dt0 TrB [HI(t), [HI(t

0), R(t0)]]. (3)

The objective is to find the steady state value of Tr{⇢(t)�z(t)} in a regime where at least some of the oscillation
frequencies are neither fast nor slow compared to the decay time scale. This precludes making any of the standard
fast (RWA) or slow (collecting terms with slow frequencies) approximations. Note that I am going to drop the I
subscript for these notes.

Instead, I will go mad with Laplace transforms directly on Eq. (3). To demonstrate the approach, I will focus on
two terms in the double commutator. Namely, think about the terms H(t)R(t0)H(t0) +H(t0)R(t0)H(t). Other terms
are evaluate in the same way. To begin with, I will work at T = 0, so we only want anti-normally ordered pairs of
creation and annihilation operators (recalling the cyclic property of the trace). Writing things out, and relabelling

⇤stace@physics.uq.edu.au
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⌅
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z

� (cos ⌅ sin↵+ sin ⌅ cos↵ cos( 0t))⌥d
x(t)

� sin ⌅ sin( 0t)⌥d
y(t),

=
⇧

�0⇧{0,�0,�0±�0,�0}

P�0e�i�0t + P †
�0ei�0t. (4)

where P0 = cos ⌅ cos↵⌥d
z/2, P�0 = � cos ⌅ sin↵⌥d

�,
P�0±�0 = ⇤ sin ⌅ (1± cos↵)⌥d

⇤/2, P�0 = � sin ⌅ sin↵⌥d
z/2.

Then, the interaction picture Hamiltonian is
HI(t) = ⌥z(t)

⇤
q gq(a†qei�qt + aqe�i�qt).

Master equation. To solve the dynamics of the qubit,
we develop a master equation for the qubit density ma-
trix, ⌃. Following [21] we integrate the von Neumann
equation for the joint density matrix, W , of the total
system, then trace over phonon modes, resulting in

⌃̇I(t) = �
⌃ t

t0

dt⌅ Trph{[HI(t), [HI(t⌅),WI(t⌅)]]}. (5)

We make a Born-Markov approximation, setting t0 =
� and replacing WI(t⌅) � WI(t), which is valid for
weak coupling and rapid bath relaxation [21]. When  0

and ⇥⌅, appearing as rotating terms in HI(t), are much
larger than the phonon coupling strength, we make a
second RWA [22, 23], giving the master equation

⌃̇I =
⇧

�0

J( ⌅)
⌥
(N( ⌅) + 1)D[P�0 ]⌃I + N( ⌅)D[P †

�0 ]⌃I

�
,

where J( ) = 2⇧
⇤

q |gq|2�( �  q) is the spectral den-
sity, N( ) = (e�/kBT � 1)�1 is the occupation of phonon
modes, and D[A]⌃ ⌅ A⌃A†� (A†A⌃+⌃A†A)/2. The dif-
ferent operators P� are classified according to their e⇤ect
on the system: those proportional to ⌥d

z produce pure de-
phasing in the dressed basis, whilst those proportional to
⌥d
± induce transitions between the dressed states.
The second RWA used to derive the master equation

implies that our analysis is valid only in certain lim-
its. Firstly, the RWA made above is reasonable when
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FIG. 1: Energy level diagrams for dressed state raising and
lowering processes in (a) the dressed basis and (b) the bare
eigenbasis, for � < 0, where |�⌅ ⇥ |e⌅ and |+⌅ ⇥ |g⌅. Solid ar-
rows indicate photon absorption, and dotted arrows indicate
phonon emission. When |�| ⇤ �, �� ⇥ |�| = ⇤0 � ⇥.

 0,⇥⌅ ⌥ J( ⌅) so we are considering strong driving and
weak coupling, where the Rabi frequency is larger than
the dissipation rate. Weak driving is discussed in [9].
This implies that on resonance the DC conductance peak
is saturated, i.e. the average polarisation of the qubit is
zero. Secondly, the RWA we have made limits analysis of
dynamics to times ⌥ 1/⇥⌅. In what follows we calculate
steady state properties, so the RWA is not restrictive.

Setting ⌃(t) = (I+xd(t)⌥d
x+yd(t)⌥d

y+zd(t)⌥d
z )/2, yields

the equations of motion for the components of the Bloch
vector in the dressed basis, ẋd = �(2�z +(��+�+)/2)xd

(and xd � yd), and żd = (����+)�(��+�+)zd, where

�z = (J(0) cos2 ⌅ cos2 ↵(N(0) + 1/2)/2
+ J( 0) sin2 ⌅ sin2 ↵(N( 0) + 1/2))/2,
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N( 0 � ⇥⌅) + 1⇤1

2

4

+J( 0 + ⇥⌅) sin2 ⌅(1 + cos↵)2
N( 0 + ⇥⌅) + 1±1

2

4
+J(⇥⌅) cos2 ⌅ sin2 ↵(N(⇥⌅) + (1± 1)/2). (6)

�z contributes to the dephasing rate, but not to transi-
tion rates between dressed states. The three terms ap-
pearing in �⇤ correspond to interactions with phonons
of energies  0 ± ⇥⌅ and ⇥⌅. For kBT ⌃ ⇥, N ⇧ 0 and
the term proportional to J( 0 � ⇥⌅) corresponds to a
dressed-state raising process, whilst the other two are
dressed-state lowering processes, shown in Fig. 1a. The
steady state of the Bloch vector is xd = yd = 0 and
zd = (�� � �+)/(�� + �+), so zd is determined by the
balance of the dressed-state raising and lowering rates.

We now show that driving can induce population in-
version. For the purpose of discussion we take T = 0 and
⇥ > 0, and we consider the dynamics below resonance
⇤ < 0. For clarity, we describe the most interesting limit,
|⇤|⌥ ⇥, in which the lower dressed state and the bare ex-
cited state are approximately the same, |�� ⇧ |e�. In this
limit, there is a population inversion wherever dressed-
state lowering processes dominate, �� > �+. In this
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We make a Born-Markov approximation, setting t0 =
� and replacing WI(t⌅) � WI(t), which is valid for
weak coupling and rapid bath relaxation [21]. When  0
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on the system: those proportional to ⌥d
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 0,⇥⌅ ⌥ J( ⌅) so we are considering strong driving and
weak coupling, where the Rabi frequency is larger than
the dissipation rate. Weak driving is discussed in [9].
This implies that on resonance the DC conductance peak
is saturated, i.e. the average polarisation of the qubit is
zero. Secondly, the RWA we have made limits analysis of
dynamics to times ⌥ 1/⇥⌅. In what follows we calculate
steady state properties, so the RWA is not restrictive.

Setting ⌃(t) = (I+xd(t)⌥d
x+yd(t)⌥d

y+zd(t)⌥d
z )/2, yields

the equations of motion for the components of the Bloch
vector in the dressed basis, ẋd = �(2�z +(��+�+)/2)xd

(and xd � yd), and żd = (����+)�(��+�+)zd, where
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�z contributes to the dephasing rate, but not to transi-
tion rates between dressed states. The three terms ap-
pearing in �⇤ correspond to interactions with phonons
of energies  0 ± ⇥⌅ and ⇥⌅. For kBT ⌃ ⇥, N ⇧ 0 and
the term proportional to J( 0 � ⇥⌅) corresponds to a
dressed-state raising process, whilst the other two are
dressed-state lowering processes, shown in Fig. 1a. The
steady state of the Bloch vector is xd = yd = 0 and
zd = (�� � �+)/(�� + �+), so zd is determined by the
balance of the dressed-state raising and lowering rates.

We now show that driving can induce population in-
version. For the purpose of discussion we take T = 0 and
⇥ > 0, and we consider the dynamics below resonance
⇤ < 0. For clarity, we describe the most interesting limit,
|⇤|⌥ ⇥, in which the lower dressed state and the bare ex-
cited state are approximately the same, |�� ⇧ |e�. In this
limit, there is a population inversion wherever dressed-
state lowering processes dominate, �� > �+. In this
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Dynamical master equation

3

Following the same procedure with the other terms, in reciprocal space, Eq. (3) becomes

s⇢̄s � ⇢0 =
X

! 0, ! 00

⇣

iJ̃(!0 + is)� iJ̃(�!00 � is)
⌘

P! 0 ⇢̄s�i( ! 0+! 00)P! 00

�
⇣

iJ̃(!0 + is)⇢̄s�i( ! 0+! 00)P! 00P ! � iJ̃(�!00 � is)P! 00P! ⇢̄s�i( ! 0+! 00)

⌘

(10)

where ⇢0 is the initial state of the driven system.

I I I . S O L U T I O N I : S I M P L ES T T H I N G

Eq. (10) is a bit strange: it is really a finite di↵erence equation (since !0 and !00 are taken from a discrete set, but
for a continuous parameter s. The most obvious thing to try is to guess that the RHS is small, since it is O(g2), and
therefore use the approximation ⇢̄s = ⇢ss/s+O(g2) as the starting point in a series expansion, where ⇢ss is the steady
state of the system. Let’s do this and see where it takes us.

Also, we are free to choose the initial state of the qubit, so let’s fix it to start in its steady state, ⇢0 = ⇢ss. This is
not mandatory for what follows, but makes life easier. Note that lims!0 s⇢̄s = ⇢ss. Assuming ⇢̄s = ⇢0/s the RHS of
Eq. (10) has poles at s = i(!0 + !00). Let’s take lims!0 of both sides of Eq. (10), so we get

0 = lim
s!0

X

! 0, ! 00

⇣

iJ̃(!0 + is)� iJ̃(�!00 � is)
⌘

P! 0⇢ssP! 00 �
⇣

iJ̃(!0 + is)⇢ssP ! 00P ! � iJ̃(�!00 � is)P! 00P! ⇢ss
⌘

s� i(!0 + !00)
(11)

Since we are taking lims!0, the summand is dominated by the terms with a pole at s = 0. Other terms in the sum
are finite in this limit. We should therefore require that the residue at s = 0 should vanish. The divergent terms are
those for which !00 = �!0, so we require

0 = lim
s!0+

X

! 0

⇣

iJ̃(!0 + is)� iJ̃(! � is)
⌘

P ! 0⇢ssP
†
! 0 �

⇣

iJ̃(!0 + is)⇢ssP
†
! 0P! � iJ̃(!0 � is)P †

! 0P! ⇢ss
⌘

(12)

Taking the limits of the generalised spectral density using Eq. (9) yields

0 =
X

! 0

J(!0)D[P 0
! ]⇢ss + iF (!0)[P †

! 0P! 0 , ⇢ss] (13)

where D[A]⇢ ⌘ A⇢A† � (A†A⇢ + ⇢A†A)/2. So this is just what we would get if we had made the standard RWA in
deriving the master equation from Eq. (3), and set ⇢̇(t) = 0. Note that the second term just renormalises energies, i.e.
P †
! 0P ! 0 is diagonal in the qubit (dressed) eigenbasis. It turns out that the steady state under the RWA is diagonal in

this same basis, so the commutator in Eq. (13) will vanish. Nevertheless, it’s nice that the renormalised frequencies
arise very naturally from this analysis.

Of course, this is not too hard to solve. One way to do so is to treat Eq. (13) as a matrix equation for the vector
of elements of ⇢ss, and then we want to find the eigenvector with eigenvalue zero. This will give the same solution as
in the PRL from 2005.

I V . S O L U T I O N I I : N EX T S I M P L ES T T H I N G

It is evident that making the approximation ⇢̄s = ⇢ss/s, and then focusing on the pole at s = 0 is equivalent to
making the RWA. Since the whole point of this exercise is to avoid making the RWA, we need to try something else.
In fact, we are wanting to be in a regime where ⌦0 is not tiny (so it is not zero), but neither is it huge, so it is not too
far from zero. Therefore, we really do care about dynamics at this frequency. That suggests we take a guess that ⇢̄s
is well approximated by

⇢̄s =
X

⌫ 2{±⌦0,0}

⇢̄ ⌫
s� i⌫

. (14)

In fact, the set on ⌫ over which the sum acts could include other poles, if they were important.
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where ⇢0 is the initial state of the driven system.

III. SOLUTION I: SIMPLEST THING

Eq. (10) is a bit strange: it is really a finite di↵erence equation (since !0 and !00 are taken from a discrete set, but
for a continuous parameter s. The most obvious thing to try is to guess that the RHS is small, since it is O(g2), and
therefore use the approximation ⇢̄s = ⇢ss/s+O(g2) as the starting point in a series expansion, where ⇢ss is the steady
state of the system. Let’s do this and see where it takes us.

Also, we are free to choose the initial state of the qubit, so let’s fix it to start in its steady state, ⇢0 = ⇢ss. This is
not mandatory for what follows, but makes life easier. Note that lims!0 s⇢̄s = ⇢ss. Assuming ⇢̄s = ⇢0/s the RHS of
Eq. (10) has poles at s = i(!0 + !00). Let’s take lims!0 of both sides of Eq. (10), so we get
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Since we are taking lims!0, the summand is dominated by the terms with a pole at s = 0. Other terms in the sum
are finite in this limit. We should therefore require that the residue at s = 0 should vanish. The divergent terms are
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Taking the limits of the generalised spectral density using Eq. (9) yields

0 =
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where D[A]⇢ ⌘ A⇢A† � (A†A⇢ + ⇢A†A)/2. So this is just what we would get if we had made the standard RWA in
deriving the master equation from Eq. (3), and set ⇢̇(t) = 0. Note that the second term just renormalises energies, i.e.
P †
!0P!0 is diagonal in the qubit (dressed) eigenbasis. It turns out that the steady state under the RWA is diagonal in

this same basis, so the commutator in Eq. (13) will vanish. Nevertheless, it’s nice that the renormalised frequencies
arise very naturally from this analysis.

Of course, this is not too hard to solve. One way to do so is to treat Eq. (13) as a matrix equation for the vector
of elements of ⇢ss, and then we want to find the eigenvector with eigenvalue zero. This will give the same solution as
in the PRL from 2005.

IV. SOLUTION II: NEXT SIMPLEST THING

It is evident that making the approximation ⇢̄s = ⇢ss/s, and then focusing on the pole at s = 0 is equivalent to
making the RWA. Since the whole point of this exercise is to avoid making the RWA, we need to try something else.
In fact, we are wanting to be in a regime where ⌦0 is not tiny (so it is not zero), but neither is it huge, so it is not too
far from zero. Therefore, we really do care about dynamics at this frequency. That suggests we take a guess that ⇢̄s
is well approximated by

⇢̄s =
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In fact, the set on ⌫ over which the sum acts could include other poles, if they were important.
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FIG. 1: J(!) (blue) and F (!) (red). J is the same as that given in the 2005 Inversion PRL

some of the summation indices, and taking the laplace transform.
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⌘
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=
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X
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1
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1

s+ i(!q � !00)
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!

P!0 ⇢̄s�i(!0+!00)P!00 (6)

=
X

!0,!00

⇣

iJ̃(!0 + is)� iJ̃(�!00 � is)
⌘

P!0 ⇢̄s�i(!0+!00)P!00 (7)

The only approximation here is in the third line, where TrB{a†q0R(t0)aq} ! ⇢(t0)�q,q0 . This is simply assuming a
factorisable density matrix (which even Brandes does, in spite of his aspiration to solve the bath dynamics to all
orders). In particular, I have not made any of the other standard assumptions, such as taking lower limits to �1 or
replacing ⇢(t0) ! ⇢(t).

Furthermore, I have made the following definitions:

⇢̄s =

Z 1

0
dt0e�st0⇢(t0), J̃(x) =

X

q

|gq|2

!q + x
=

V

(2⇡)3

Z

d3q
|gq|2

!q + x
. (8)

Note that J̃ is a generalised spectral density. The summand has a pole at x = �!q < 0, and after the sum/integration
over q, this turns into a branch cut along the negative real axis. In what follows, we only ever evaluate J̃ with a real
argument. As a result of the branch cut, and the fact that <(s) > 0 (for which the Laplace transform is defined), we
will need to know two limits of ±iJ̃ that appears above:

lim
s!0+

±iJ̃(! ± is) = (J(!)± iF (!))/2 (9)

where J(x) =
P

q 2⇡|gq|2�(!q + x) is the conventional spectral density, and F (x) = �
R

dx J(!)/(! � x) is related to
J through a Kramers-Kronig relation. Since !q > 0, it follows that J(x) = 0 for x > 0 (i.e. the argument to the delta
function is never zero).
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Some note on solving the steady state of the master equation in reciprocal space.

PACS numbers:

I. MASTER EQUATION

In the interaction picture, the hamiltonian is generically written as

HI(t) = �z(t)
X

q

g⇤qa
†
qe

i!qt + gqaqe
�i!qt, (1)

where

�z(t) =
X

!02W
P!0ei!

0t. (2)

where W = ±{0,⌦0,!0,!0 ± ⌦0}, P0 = ↵0�d
z , P⌦0 = ↵⌦0�d

+, P!0±⌦0 = ↵!0±⌦0�d
±, P!0 = ↵!0�

d
z , and the coe�cients

↵0 = cos ✓ cos', ↵⌦0 = � cos ✓ sin', ↵!0±⌦0 = ⌥ sin ✓ (1± cos') /2, ↵!0 = � sin ✓ sin'/2. Note that P�!0 = P †
!0 .

Also, if more frequencies (from a discrete set of Floquet eqigenfrequencies) are included in �z(t) then it is suitable to
describe arbitrary periodic driving, i.e. there is no real approximation inherent in this definition.

II. MASTER EQUATION

To solve the dynamics of the qubit, we develop a master equation for the qubit density matrix, ⇢ = TrB R where
R is the density matrix of the total system, then trace over phonon modes, resulting in

⇢̇I(t) = �
Z t

0
dt0 TrB [HI(t), [HI(t

0), R(t0)]]. (3)

The objective is to find the steady state value of Tr{⇢(t)�z(t)} in a regime where at least some of the oscillation
frequencies are neither fast nor slow compared to the decay time scale. This precludes making any of the standard
fast (RWA) or slow (collecting terms with slow frequencies) approximations. Note that I am going to drop the I
subscript for these notes.

Instead, I will go mad with Laplace transforms directly on Eq. (3). To demonstrate the approach, I will focus on
two terms in the double commutator. Namely, think about the terms H(t)R(t0)H(t0) +H(t0)R(t0)H(t). Other terms
are evaluate in the same way. To begin with, I will work at T = 0, so we only want anti-normally ordered pairs of
creation and annihilation operators (recalling the cyclic property of the trace). Writing things out, and relabelling
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• Keeping only DC pole in ρ and matching residues 
at s=0 gives traditional Lindblad master eqn…

• Include dynamical poles...

Dynamical master equation

3

Following the same procedure with the other terms, in reciprocal space, Eq. (3) becomes

s⇢̄s � ⇢0 =
X

! 0, ! 00

⇣

iJ̃(!0 + is)� iJ̃(�!00 � is)
⌘

P! 0 ⇢̄s�i( ! 0+! 00)P! 00

�
⇣

iJ̃(!0 + is)⇢̄s�i( ! 0+! 00)P! 00P ! � iJ̃(�!00 � is)P! 00P ! ⇢̄s�i( ! 0+! 00)

⌘

(10)

where ⇢0 is the initial state of the driven system.

I I I . S O L U T I O N I : S I M P L ES T T H I N G

Eq. (10) is a bit strange: it is really a finite di↵erence equation (since !0 and !00 are taken from a discrete set, but
for a continuous parameter s. The most obvious thing to try is to guess that the RHS is small, since it is O(g2), and
therefore use the approximation ⇢̄s = ⇢ss/s+O(g2) as the starting point in a series expansion, where ⇢ss is the steady
state of the system. Let’s do this and see where it takes us.

Also, we are free to choose the initial state of the qubit, so let’s fix it to start in its steady state, ⇢0 = ⇢ss. This is
not mandatory for what follows, but makes life easier. Note that lims!0 s⇢̄s = ⇢ss. Assuming ⇢̄s = ⇢0/s the RHS of
Eq. (10) has poles at s = i(!0 + !00). Let’s take lims!0 of both sides of Eq. (10), so we get

0 = lim
s!0

X

! 0, ! 00

⇣

iJ̃(!0 + is)� iJ̃(�!00 � is)
⌘

P! 0⇢ssP! 00 �
⇣

iJ̃(!0 + is)⇢ssP ! 00P ! � iJ̃(�!00 � is)P! 00P! ⇢ss
⌘

s� i(!0 + !00)
(11)

Since we are taking lims!0, the summand is dominated by the terms with a pole at s = 0. Other terms in the sum
are finite in this limit. We should therefore require that the residue at s = 0 should vanish. The divergent terms are
those for which !00 = �!0, so we require

0 = lim
s!0+

X

! 0

⇣

iJ̃(!0 + is)� iJ̃(! � is)
⌘

P ! 0⇢ssP
†
! 0 �

⇣

iJ̃(!0 + is)⇢ssP
†
! 0P! � iJ̃(!0 � is)P †

! 0P! ⇢ss
⌘

(12)

Taking the limits of the generalised spectral density using Eq. (9) yields

0 =
X

! 0

J(!0)D[P 0
! ]⇢ss + iF (!0)[P †

! 0P! 0 , ⇢ss] (13)

where D[A]⇢ ⌘ A⇢A† � (A†A⇢ + ⇢A†A)/2. So this is just what we would get if we had made the standard RWA in
deriving the master equation from Eq. (3), and set ⇢̇(t) = 0. Note that the second term just renormalises energies, i.e.
P †
! 0P ! 0 is diagonal in the qubit (dressed) eigenbasis. It turns out that the steady state under the RWA is diagonal in

this same basis, so the commutator in Eq. (13) will vanish. Nevertheless, it’s nice that the renormalised frequencies
arise very naturally from this analysis.

Of course, this is not too hard to solve. One way to do so is to treat Eq. (13) as a matrix equation for the vector
of elements of ⇢ss, and then we want to find the eigenvector with eigenvalue zero. This will give the same solution as
in the PRL from 2005.

I V . S O L U T I O N I I : N EX T S I M P L ES T T H I N G

It is evident that making the approximation ⇢̄s = ⇢ss/s, and then focusing on the pole at s = 0 is equivalent to
making the RWA. Since the whole point of this exercise is to avoid making the RWA, we need to try something else.
In fact, we are wanting to be in a regime where ⌦0 is not tiny (so it is not zero), but neither is it huge, so it is not too
far from zero. Therefore, we really do care about dynamics at this frequency. That suggests we take a guess that ⇢̄s
is well approximated by

⇢̄s =
X

⌫ 2{±⌦0,0}

⇢̄ ⌫
s� i⌫

. (14)

In fact, the set on ⌫ over which the sum acts could include other poles, if they were important.
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Substituting this into Eq. (10) gets a little messy, but conceptually it is not too hard to see what will happen. The
LHS will have poles at s = ±i⌦0, and the RHS will have poles at s = i(!0 + !00) and s = i(!0 + !00 ± ⌦0). Obviously
there is no solution to this, since there are poles on the RHS that are not present on the LHS, but this is just the
same as what happened in the case above (which was equivalent to the RWA).

I think the obvious thing is to attempt to find a solution to ⇢̄⌫ for which the residues on the LHS and the RHS
agree for the poles at s = 0 and s = ±i⌦0. This will result in a set of equations that couple di↵erent values of ⌫. In
the same manner as for the simplest case, we then look for the zero eigenvalue of these equations.

For notational convenience, define Ĵ±(!) = (J(!)± iF (!))/2, and redefine !00 ! �!00 in Eq. (10), so it becomes

s⇢̄s � ⇢0 =
X

!0,!00

⇣

Ĵ+(!
0 + is) + Ĵ�(!

00 � is)
⌘

P!0 ⇢̄s�i(!0�!00)P
†
!00

�
⇣

Ĵ+(!
0 + is)⇢̄s�i(!0�!00)P

†
!00P! + Ĵ�(!

00 � is)P †
!00P!⇢̄s�i(!0�!00)

⌘

(15)

Now we proceed to substitute Eq. (14) into Eq. (15), and match the residues at s = i⌫0, where ⌫0 = 0,±⌦0 yields

i⌫0⇢̄⌫0 =
X

⌫,!0 :
!0 + ⌫ � ⌫0 2 W

⇣

Ĵ+(!
0 � ⌫0) + Ĵ�(!

0 + ⌫)
⌘

P!0 ⇢̄⌫P
†
!0+⌫�⌫0

�
⇣

Ĵ+(!
0 � ⌫0)⇢̄⌫P

†
!0+⌫�⌫0P!0 + Ĵ�(!

0 + ⌫)P †
!0+⌫�⌫0P!0 ⇢̄⌫

⌘

. (16)

There are several useful things to say about this system of equations. The RHS is traceless (using the cyclic property
of trace), and so the LHS must be also. If ⌫0 = 0, then this is trivially true, so this is consistent with Tr ⇢̄0 = 1.
When ⌫0 6= 0, this conditions requires that Tr ⇢̄⌫0 = 0. Furthermore, setting ⌫0 = �⌦0 in Eq. (16) and then taking the
hermitian-conjugate yields the same RHS as simply setting ⌫0 = ⌦0 in Eq. (16). It follows that ⇢̄�⌦0 = ⇢̄†⌦0 .

Time averaged population

The experimental output is the population, z(t) = Tr{�z(t)⇢(t)}. Evaluating the Laplace transform gives

zs =
X

!2W
Tr{P!⇢̄s�i!}

=
X

!,⌫

Tr{P!⇢̄⌫}
s� i(! + ⌫)

Since we are interested primarily in the steady state, we should find the residue of zs at s = 0, which gives

z̄ =
X

⌫

Tr{P †
⌫ ⇢̄⌫}. (17)

Thus, the time-averaged population depends not just on the time-averaged density matrix ⇢̄0, but also on the coher-
ences ⇢̄±⌦0 . This is the key reason that this analysis yields unsaturated resonant peaks if the driving amplitude is
small.

Note that since zs has poles at ±⌦0. This implies there will also be an oscillatory component in the detected signal.
The residues at the two poles are related by a complex conjugate, so I think that means the oscillation will appear as
an AM signal, which makes a lot of sense: the fluctuating electric charge should modulate the size of the current in
phase with the charge oscillation. Can this be detected? Importantly, it will give a direct measurement of the Rabi
frequency.

Dispersive corrections

In the simplest case, which I established is equivalent to the conventional RWA1, the dispersive term is described
by a Hamiltonian-like contribution to the resulting master equation given by Hdisp =

P

!0 F (!0)P †
!0P!0 . Since the P!0

1
made in the master equation, not the driving hamiltonian
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Preliminary Results
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note the wiggles...
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